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Abstract

The B0
s meson spontaneously transforms into its antiparticle (B̄0

s ). These

‘flavour oscillations’ occur periodically with a frequency that may be measured.

The oscillation frequency is related to the fundamental parameters of the elec-

troweak interaction. Measuring the frequency provides a constraint on the elec-

troweak quark coupling parameter Vts and improves the constraint on Vtd. Further-

more, the amplitude of the oscillation process may be slightly different in B0
s and

B̄0
s mesons due to CP violating nature of the weak interaction. This ‘asymme-

try’ is expected to be small (aSM,s
fs � p2.06 � 0.57q � 10�5), but may be enhanced

(asfs � Op1%q) by new sources of CP violation.

This thesis describes a search for B0
s flavour oscillations and charge asymmetry

in the B0
s Ñ D�s µ�νµX (D�s Ñ K�0K�) decay mode using 5.0 fb�1 of D0 data. A

lower limit is placed on the oscillation frequency, ∆ms ¡ 9.9 ps�1 with an expected

sensitivity to oscillations below 14.8 ps�1. The charge asymmetry is measured to

be asfs � 0.018� 0.025(stat)� 0.002(syst). A combination of these measurements

with other decay modes is also presented.
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Chapter 1

Introduction and Background

While theoretical particle physics, it has been argued, has its origins in ancient

Greek philosophy, experimental particle physics is a far younger field. Greek

philosophers, as early as the fifth century B.C, argued that the world must be com-

posed of a combination of indivisible elements (atoms) and empty space. These

atomist speculations may bear some resemblance to modern atomic theory, but

they were motivated primarily by ancient ideas regarding mathematics and the

nature of motion and have little to do with testable properties of matter1 [2].

These atomist theories were, at best, a lucky guess.

The modern iterative process of postulation and experimentation has more

in common with alchemy and its attempts to turn lead into gold than it does

with atomist speculation. Though based on the principle of the four Aristotelian

elements2, medieval alchemy set the stage for later molecular theories. 13th century

experiments conducted by the physician and alchemist Geber (Jabir) suggested

1In fact the atoms were considered to be unobservable.
2Fire, air, earth and water.
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that metals such as gold, copper and iron were composed of small particles of

mercury and sulfur, which in turn were composed of the four Aristotelian elements

[3]. While such models may seem laughable to the modern reader, the important

point is that these theories were based on experimental tests involving these metals

and not on conjecture. With further experimentation, these ideas were refined over

the next several centuries into what we now recognize as atomic theory.

As atomic physicists such as Rutherford and Bohr were investigating the atom,

early particle physicists such as Victor Hess and Carl Anderson were studying the

nature and origin of cosmic rays. It is at this point that particle physics became

a branch of physics distinct from atomic physics. Cosmic ray investigations led to

the discovery of the positron and the muon [4,5]. The discovery of the charged pion

in 1937 was predicted by Hideki Yukawa’s model of a nuclear force mediated by

mesons, and was followed by the discovery of ‘strange’ particles (the kaons and Λ0

baryon). These discoveries were made entirely through the observation of natural

cosmic ray showers.

Cyclotrons have been in use since the early 1930s by atomic physicists, but

these early machines were not sufficiently energetic to produce the new parti-

cles of interest to particle physicists. The first ‘high energy’ (GeV scale) proton

synchrotrons constructed in the early 1950s allowed particle physicists to begin

conducting experiments in the laboratory under controlled conditions. The result

was an explosion of new particle discoveries (Σ, Ξ, ρ, η and others) [6, 7]. By

the 1980s a ‘Standard Model’ (SM) of particle physics had been developed that

described both the electroweak and strong interactions for the quarks and leptons.

Now, in the TeV era the focus has switched to testing the SM and probing for new

2



physics beyond the SM. This chapter will give an overview of the SM and highlight

elements of that model that are most relevant to this work.

1.1 The Standard Model

Fermions, particles with half-integer spin, are the basic building blocks of matter.

The most fundamental of these are the quarks and leptons. They are arranged into

three ‘generations,’ with each generation having a doublet of quarks and a doublet

of leptons. In each quark doublet there is an ‘up-type’ quark with electric charge

�2{3 and a ‘down-type’ quark with electric charge �1{3. These fractional charges

are with respect to the electron charge Qe � 1.6� 10�19 C; this convention will be

used throughout this work.

The names ‘up’ and ‘down’ are labels for the weak isospin, which is analogous

to the intrinsic spin-up (Jz � �1{2) and down (Jz � �1{2) states. Each lep-

ton doublet includes an electron-like particle with electric charge �1 and neutral

massless neutrino3. In addition to the electric charge, each quark has “charges”

associated with the weak and strong interactions. Similar to electric charge, these

are quantum numbers that determine how a particle couples under the associated

interaction. The weak “charge” is called flavour; each of the six quarks has its

own. These are: up (u), down (d), charm (c), strange (s), top (t) and bottom (b).

We will use the notation S, B, etc., to indicate the flavour charge and ∆S, ∆B to

indicate the change in flavour charge in a process4.

3The SM neutrino is massless. Current evidence of neutrino oscillations [8] contradicts this
assumption.

4It should be noted that unlike the electric charge, flavour is not conserved. There is, however,
baryon number conservation, which is a weaker form of flavour conservation that requires the
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Each generation of leptons has its own associated flavour “charge”, for example,

the first generation has electron number �1. Similarly there is a muon number

and a tau number for the second and third generations, respectively. The strong

“charge” is called colour, and is carried only by the quarks. Each quark carries

one of three colour “charges” (red, green or blue). Each colour has both positive

and negative values (colour and anticolour). The leptons are colourless and do

not interact under the strong force. The quarks and leptons are summarized in

Table 1.1. In addition to these twelve fermions, each particle has an anti-particle

partner with the same mass, but opposite quantum numbers.

Electric Charge pQeq Generation
1st 2nd 3rd

Quarks
�2{3 u c t�1{3 d s b

Leptons
�1 e µ τ
0 νe νµ ντ

Table 1.1: List of fermions.

Interactions between the fermions are mediated by integer-spin particles called

gauge bosons. Each gauge boson is associated with a particular force. The electro-

magnetic interaction is mediated by the massless photon (γ) and couples to all of

the charged fermions. These processes are described by quantum electrodynamics

(QED). The weak interaction is mediated by the W� and Z0 particles. While

the Z0 couples to all fermions, the W� couples only to left-handed fermions (or

right-handed anti-fermions), that is, to particles with helicity �1 (see Sec. 1.1.1

for a discussion of helicity). The strong interaction is mediated by eight gluons

number of quarks balance the number of antiquarks.
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that couple only to the quarks. Each gluon carries a combination of colour and

anticolour (i.e., red and antiblue). Strong interactions are described by quantum

chromodynamics (QCD). The electromagnetic and weak interactions are closely

related and can be unified into a single electroweak theory with the electric and

flavour charges combined into a single weak ‘hypercharge’5. By contrast, the strong

interaction appears to be completely independent of the electroweak interaction.

The strong interaction is completely ‘flavour-blind’; all quarks behave the same

under the strong interaction regardless of flavour or electric charge. The reverse is

also true; the electroweak interaction is colour-blind, ignoring the colour charge of

the quarks.

Concluding the theory at this point would account for all observed SM parti-

cles; however, none would have mass. To give mass to the W�, Z0 and the charged

fermions, we must add a scalar field to the theory which gives us a scalar Higgs

boson (see Appendix A for further discussion). Table 1.2 summarizes the (gauge)

bosons, with their associated interactions and mass. This work is concerned pri-

marily with the electroweak interaction, which will be described in more detail in

Sec. 1.1.2.

1.1.1 Charge-Parity Symmetry

The Charge (C) and Parity (P) operators transform a physical system (or state)

under their respective symmetries. C converts a particle into its antiparticle and

P performs a spatial coordinate inversion (x, y, z Ñ �x,�y,�z). To understand

5The hypercharge is defined in terms of the quark flavours, YW � B � s� c� b� t, where B
is the baryon number (�1{3 for quarks, �1{3 for antiquarks). It is related to the electric charge
and the weak isospin (I3W ), Q � I3W � 1{2YW .
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Boson Interaction Mass
γ Electromagnetic 0
W� Weak (Charged Current) 80.4 GeV{c2
Z0 Weak (Neutral Current) 91.1 GeV{c2
gluon Strong 0
Higgs pH0q - ¡ 114 GeV{c2

Table 1.2: List of (gauge) bosons with their associated forces and masses.

how parity acts on a particle, it is useful to first consider vectors. A polar vector

such as position or momentum will be negated under a parity operation (P~r �
�~r,P~p � �~p). However, a vector product of two polar vectors will not change sign

under P . Angular momentum is an example of such a vector (P~l � Pp~r � ~pq �
p�~rq � p�~pq � ~l). These are called axial or pseudovectors. A scalar may also

transform under parity. A scalar triple product of polar vectors (~a �~b � ~c) or an

inner product of a polar and axial vector will both change sign under a parity

transformation. Helicity, for example, is the sign of the projection of a particle’s

spin onto its direction of motion (h � signump~v � ~Jq). P will change the sign of

velocity (~v), but not the spin ( ~J). Consequently, P will change a right-handed

particle (h � �1) into a left-handed particle (h � �1). In the case of a massless

particle (such as the SM neutrino) the velocity cannot be Lorentz transformed into

the opposite direction, which makes the helicity a fundamental quantum number.

For a massive particle, the helicity is not fundamental but, is a good approximation

of the chirality, which is an intrinsic handedness6.

As discussed above, the W� boson couples only to left-handed fermions. Fur-

thermore, there is no right-handed neutrino in the SM (and no left-handed antineu-

6For a massless particle the helicity and chirality are the same.
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trino). The complete absence of a right-handed neutrino is particularly striking.

It indicates that the weak interaction is maximally parity violating. If we consider

a weak process such as (for example) pion decay, we see that application of C or

P separately gives a disallowed process due to the handedness of the neutrino (see

Fig. 1.1). But the combination of C and P gives the proper charge-conjugated pro-

cess with a right-handed antineutrino, ν̄R, (Fig. 1.1, lower right). For the moment

it seems that CP is the conserved symmetry in the weak interaction. We will see

in Sec. 1.2.2 how this symmetry will be broken.

Figure 1.1: C- and P-conjugate processes for pion decay. The top right and bottom
left processes are forbidden.

1.1.2 Electroweak Interaction

It is instructive to look at the historical development of weak interaction theory in

order to understand the present electroweak formalism. Before the development

of the parton model, the proton and neutron were considered to be a doublet of a

fundamental nucleon field. They were assigned a spin-like quantum number called

isospin with the proton in a |1
2
, � 1

2
y state7 and the neutron in a |1

2
, � 1

2
y state.

7We use the Dirac ‘bra-ket’ notation where |j, my indicates a state with total angular mo-
mentum j and projected angular momentum (for example, in the z direction) m.

7



Isospin is considered the charge associated with the weak interaction. The discov-

ery of strange particles required the introduction of a new charge: strangeness8.

It was observed that decays involving a change in strangeness (∆S � 0) were less

frequent than decays with conserved (or zero) strangeness. For example, compare

nÑ p�e�ν̄e to the equivalent strange-suppressed Λ Ñ p�e�ν̄e decay. The neutron

decay process has a branching fraction Br(n Ñ p�e�ν̄eq � 100%9, whereas the

equivalent Λ process has a fraction Br(Λ Ñ p�e�ν̄eq � p8.32� 0.14q � 10�4 [9]. In

1963 Cabbibo proposed an empirically determined scaling factor to suppress these

|∆S| ¡ 0 processes [10]. The amplitude for processes with ∆S � 0 include a factor

cos θC and those with ∆S � �1 include a factor sin θC , where θC � 13.10 is the

Cabbibo angle [11, 12].

This ‘Cabbibo’ theory was developed before the more modern quark models

of the late 1960s. In a modern theory with quark fields, this can be understood

as a splitting of down-type quarks into composite fields (or a rotation in flavour

space). In this scheme, the d and s quarks are no longer the ‘fundamental’ objects.

Instead the combination dC � cos θCd� sin θCs becomes the isospin partner to the

up quark. The u, d doublet becomes a u, dC doublet.

The problem with this theory is that it predicts decays such as K0 Ñ µ�µ� (see

Fig. 1.2) that are not observed or are heavily suppressed (BrpK0
S Ñ µ�µ�q   3.2�

10�7, BrpK0
L Ñ µ�µ�q � p6.84� 0.11q� 10�9 [9]). A solution to this problem is to

postulate a new quark doublet that contains the ‘extra’ sC � � sin θCd� cos θCs
10

8At the time, strangeness was called ‘hypercharge.’ In the SM, hypercharge is the combination
of isospin and the flavour charges of the second and third generation quarks. Isospin plays the
same role as flavour in the first generation.

9This is the fractional probability that the decay will proceed by this process.
10dC and sC must be orthogonal, hence the sign of the sine term.

8



�u νµ

d

s̄

µ�

µ�

�W�

u

W�
νµ

d

s̄

µ�

µ�

Figure 1.2: Diagram depicting K0 Ñ µ�µ� in Cabbibo theory (left) and the
equivalent SM process (right).

quark, as well as a new up-type quark: the charm (c) quark. This refinement of

the Cabbibo theory was developed in 1970 by Glashow, Iliopoulos and Maiani and

is now referred to as the GIM mechanism [13]. The process in Fig. 1.2 will have an

amplitude proportional to sin θC cos θC , but a similar process with a c quark in place

of the u quark will have an amplitude � sin θC cos θC . The amplitudes of these two

processes will cancel giving a suppression of the K0 Ñ µ�µ� branching fraction.

Shortly after being proposed, the c quark was confirmed with the discovery of the

J{ψ meson (cc̄) [14, 15]. Now we can think of the Cabbibo angle θC as a rotation

in flavour space: ���dC
sC

��� ��� cos θC sin θC

� sin θC cos θC

�����d
s

�� (1.1)

The choice of having a composite down-type quarks is completely arbitrary.

We could do the same for the u and c quarks instead, if the c quark had been

discovered before the s quark.

The extension to three generations of quarks was motivated by the observation

of CP violation in the neutral kaon system [16]. This discovery won J. Cronin and
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V. Fitch the Nobel Prize in 1980. In 1973, M. Kobayashi and T. Maskawa argued

that to accommodate CP violation, an additional generation is needed [17]. From

our earlier example, the cancellation between the u and c quark terms was perfect.

This is true in any two generation model; however, the introduction of a third

generation allows interference from another quark term. With this interference,

the cancellation is not perfect and can also be CP asymmetric (that is there can

be different rates for K0
S and K0

L
11). This prediction won Kobayashi and Maskawa

the Nobel Prize in 2008. ������
d1

s1

b1

������
������
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

�����
������
d

s

b

����� (1.2)

The 3�3 unitary matrix in Eqn. 1.2 is the Cabbibo-Kobayashi-Maskawa (CKM)

matrix and it describes the weak couplings between the various quarks. For ex-

ample, the matrix element Vus is the coupling between the s and u quarks and is

equivalent to sin θC from the Cabbibo theory. The CKM matrix will be discussed

in more detail in Sec. 1.2.2.

While this model is very successful, it is somewhat artificial. The Cabbibo

angle was put in ‘by hand’ to suppress the sØ u processes, and then generalized

to include c, b and t quarks. A more modern approach has the matrix arising

naturally from quark couplings to the Higgs boson, this procedure is described in

Appendix A. However, this procedure requires that we assume a flavour changing

11The experiment conducted by Cronin and Fitch searched for the CP violating decay K0
L Ñ

π�π�.
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current (i.e., flavour-changing processes for the quarks, the so-called ‘quark mix-

ing’) , which is basically equivalent to postulating a Cabbibo angle; however, the

SM cannot explain the origin of the quark mixing.

1.2 CKM Quark Mixing Matrix

Any complex 3� 3 unitary matrix may be parametrized by three real parameters

and six complex phases. This parametrization can be applied to the CKM matrix

and further reduced by exploiting properties of the quark fields. The fields are only

defined up to an arbitrary phase, so the quark terms in the Lagrangian are depen-

dent only on the phase differences. That is, if we make a phase transformation to

the quark fields qj Ñ qje
iθj and qk Ñ qke

iθk , the quark terms in the Lagrangian

will transform as

q̄jVjkqk Ñ q̄jVjke
�ipθk�θjqqk. (1.3)

By suitably choosing the phase difference between the quarks, the phase of Vjk

can be absorbed. This is equivalent to making a rotation in flavour space. With

six quark fields, there are five such independent and arbitrary phase differences.

Removing these phases leaves only a single complex phase and three real parame-

ters in the CKM matrix. We will see in Sec. 1.2.2 how this phase is related to the

breaking of the Charge-Parity symmetry in the SM. The choice of parametriza-

tion is arbitrary, but the Wolfenstein parametrization [9] has become the standard
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choice:

V �

������
1� λ2{2 λ Aλ3pρ� iηq
�λ 1� λ2{2 Aλ2

Aλ3p1� ρ� iηq �Aλ2 1

������Opλ4q, (1.4)

where the real parameters are λ, A and |ρ� iη| and the phase is argpρ� iηq.
The unitarity conditions of the CKM matrix give six complex relations con-

straining the various matrix elements. Eqns. 1.5 and 1.6 are two such relations

related to the B0 and B0
s mesons.

VudV
�
ub � VcdV �cb � VtdV �tb � 0 (1.5)

VusV
�
ub � VcsV �cb � VtsV �tb � 0 (1.6)

If we consider the terms VijV
�
ik as vectors in the complex plane, then these relations

may be represented graphically by triangles (see Fig. 1.3). We can represent these

using the Wolfenstein parametrization; however, it is convenient to renormalize

this parametrization so that the important features are contained within two pa-

rameters. We define parameters ρ̄ and η̄ as rescalings of ρ and η by an expansion

in powers of λ (for example, ρ̄ � ρp1� λ2{2� . . .q, see Ref. [18,19] for details). In

this scheme we have

ρ̄� iη̄ � �VudV �ub�VcdV �cb , (1.7)

and the triangle associated with Eqn. 1.5 can be represented with ρ̄ and η̄ deter-

mining the apex of the triangle (see Fig. 1.3).

The length of the side
���VtdV

�
tb

VcdV
�
cb

��� is constrained by the measurement of the B0
s os-

cillation frequency described herein. The oscillation frequency in the B0 system

12



Figure 1.3: The most common representation of the CKM unitarity triangle.

(∆md) provides a direct constraint on this side (see Eqn. 1.8). The uncertainty on

the CKM parameters constrained by ∆md is dominated by the theoretical uncer-

tainty on the parameters fBd
and Bd determined from Lattice QCD calculations12.

The ratio of ∆md and ∆ms is dependent on the parameter ξ � fBs

?
Bs

fBd

?
Bd

, which can

be determined with a smaller theoretical uncertainty (see Eqn. 1.9), thus improving

the impact of the combined CKM constraint.

∆md 9 f 2
Bd
Bd|VtdV �tb |2 � pf 2

Bd
BdqA2λ6

�p1� ρ̄q2 � η̄2
��Opλ10q (1.8)

∆md

∆ms

9 ξ2 |VtdV �tb |2|VtsV �tb |2 � ξ2λ2
�p1� ρ̄q2 � η̄2

��Opλ6q (1.9)

We are also interested in the triangle that results from Eqn. 1.6. This mea-

surement of the B0
s semileptonic CP asymmetry constrains the angle βs in this

triangle. This constraint is explained in Sec. 1.2.2.

12These parameters are the decay constant (fBd
) and bag parameter (Bd), which describe the

strong contributions to the decay of the B0 meson (see Ref. [20]).
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s

b̄

b

s̄

Figure 1.4: |∆B| � 2 B0
s � B̄0

s mixing diagrams.

1.2.1 B0
s � B̄0

s Mixing

If we allow quark mixing in our model, we must also consider processes such as

Fig. 1.4 with |∆B � 2|. In this case, the Schrödinger equation describing the time

evolution of a B0
s system is given by Eqn. 1.10.

i
d

dt

���|B0
s ptqy

|B̄0
s ptqy

��� �
M� iΓ{2


���|B0
s ptqy

|B̄0
s ptqy

��, (1.10)

where H � M � iΓ{2 is an effective Hamiltonian with hermitian components M

and Γ, which are the mass and decay matrices, respectively. The Hamiltonian

itself is not, in general, hermitian13. The eigenstates of this Hamiltonian are not

the B0
s and B̄0

s mesons, but rather a linear combination of these states, which we

13A hermitian matrix is equal to its transpose conjugate. A hermitian Hamiltonian would not
violate CP symmetry.
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designate by their relative mass (light and heavy)14.

Light: |BLy � p|B0
sy � q|B̄0

sy,
Heavy: |BHy � p|B0

sy � q|B̄0
sy. (1.11)

The light and heavy states have masses and decay widths ML, ΓL and MH , ΓH ,

respectively. The parameters p and q must satisfy the condition p2 � q2 � 1. If

|p| � |q|, then mass eigenstates |BLy and |BHy are also CP eigenstates. The system

can be solved to determine the time evolution of an initial B0
s or B̄0

s meson in terms

of the parameters p, q, ∆ms �MH �ML and ∆Γs � ΓL � ΓH (see Refs. [21,22]).

From the time dependence we can determine the probability density functions

(pdfs) for the lifetime of an initial B0
s{B̄0

s :

PpB0
s Ñ B0

s ; tq �e
�Γst{2

2

�
cosh

∆Γst

2
� cos ∆mst



, (1.12)

PpB0
s Ñ B̄0

s ; tq �
����qp ����2 e�Γst{2

2

�
cosh

∆Γst

2
� cos ∆mst



, (1.13)

PpB̄0
s Ñ B̄0

s ; tq �e
�Γst{2

2

�
cosh

∆Γst

2
� cos ∆mst



, (1.14)

PpB̄0
s Ñ B0

s ; tq �
����pq ����2 e�Γst{2

2

�
cosh

∆Γst

2
� cos ∆mst



. (1.15)

In the relations above, we use ‘natural units’ where h̄ � 1, c � 1 and time has

units 1{eV . Or equivalently, the mass difference (∆ms) has units 1{s. We interpret

this as the oscillation frequency of the cosine term that we are to measure. By

substituting the B0
d mass and lifetime parameters, we can determine the equivalent

14We could just as easily denote the eigenstates by their different lifetimes (as in the K0
S-K0

L

system), but the mass difference in this case is more significant.
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pdfs for the B0
d � B̄0

d system. The parameters p and q will be central to the

CP asymmetry discussed in Sec. 1.2.2, but for the mixing measurement we make

the assumption that any CP violating effects are negligible (i.e., |p{q| � 1).

Eqns. 1.12-1.15 describe the probability of decaying at a time t after being

produced for each possible initial- and final-state (i.e., B0
s{B̄0

s ). The average decay

time, as measured in the B0
s rest frame, is called the lifetime (τ). The decay time

is determined from the measured displacement of the B0
s decay vertex from its

point of origin. This displacement is called the decay length. The distribution

of the decay length has the same form as Eqns. 1.12-1.15. Provided that we can

identify the oscillated decays from the unoscillated decays, ∆ms can be extracted

from the distribution of the B0
s decay length. The problem is complicated by

the high frequency of the oscillation. ∆ms had previously been predicted to be

large (∆ms ¡ 15.0 ps�1 [23]). It has since been limited by the D0 Collaboration

(17   ∆ms   21 ps�1 [24]) and later measured by the CDF Collaboration (∆ms �
17.77�0.10(stat)�0.07(syst) ps�1 [25]). The large value of the oscillation frequency

requires an excellent decay time resolution in order to resolve the oscillations. With

1{Γs � 1.425 ps [9], ∆ms{Γs � 20, so we expect � 20{2π � 4 B0
s � B̄0

s oscillations

before decaying. Hence, to resolve the oscillations we need a decay length resolution

better than σ � cτBs{4 � 100 µm.

1.2.2 CP Violation in Mixing

We saw in Sec. 1.2 that the CKM matrix can be parametrized by three real values

and a complex phase. This ensures that the CKM matrix is irreducibly complex,

and hence CP-violating. A quark mixing process, for example, s Ñ uW�, is
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described by a coupling of the form Vusūγ
µW�

µ s, where ū, W�
µ and s represent

the quark and gauge boson fields and γµ are the four gamma matrices15. The CP-

conjugate process (s̄ Ñ ūW�) is similar, but with a conjugate coupling constant

V �us. However, if we perform a CP transformation on this process, we find that

CP will be violated if Vus is complex:

CPpVusūγµW�
µ sq � Vuss̄γ

µW�
µ u � V �uss̄γµW�

µ u. (1.16)

In most cases, the phase of Vus (or any other CKM element) will not be relevant,

because the observables are dependent on the square of the amplitude (for example,

the decay rate Γ9|Vus|2). This conceals the CP-violating phases in the lowest order

tree-level processes. Higher order processes that have contributions from several

diagrams can have interference effects that reveal the CP-violating behaviour.

One of the mixing processes of Fig. 1.4 is reproduced in Fig. 1.5 with the CKM

couplings included for each vertex. The process is shown for both B0
s Ñ B̄0

s and

B̄0
s Ñ B0

s transitions. Similar to the case above, the amplitude of these two

processes will be complex conjugates of each other. However, in this case there are

contributions where one or both top quarks are replaced by charm quarks16. These

contributions will add new terms to the total amplitude (A) for the oscillation

process.

ApB0
s Ñ B̄0

s q9Spzcqλ2
c � 2Spzc, ztqλcλt � Spztqλ2

t , (1.17)

15Gamma matrices, also called Dirac matrices, can be thought of as the relativistic versions of
the Pauli matrices.

16In principle there is a contribution from the up quark as well. However, this is suppressed
by the smallness of Vub.
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Figure 1.5: B0
s � B̄0

s mixing with quark couplings labeled, B0
s Ñ B̄0

s on the left
and B̄0

s Ñ B0
s on the right.

where λc � VcbV
�
cs, λt � VtbV

�
ts and the functions Spzq and Spzc, ztq are QCD form

factors [21]. The parameters zc and zt are the ratios of the masses of the c and t

quarks with respect to the W boson (zc � m2
c{M2

W , zt � m2
t {M2

W ). The phase of

the cross term λcλt will not vanish when the amplitude is squared. The decay rate

will be dependent on the phase difference between λc and λt.

We can quantify CP-violating effects using the angles of the unitarity triangles

described in Sec. 1.2, which are dependent on the phase differences between the

various CKM elements. In particular, we will be interested in the angle βs, which

originates from the triangle given by Eqn. 1.6. This angle is related to the phase

difference (φs) between off-diagonal elements of the mass and decay matrices of

Eqn. 1.10:

φs � arg

�
�M12

Γ12



� �2βs � p�2q arg

�
�VcsV �cb
VtsV

�
tb



. (1.18)

CP-violating effects measured in the B0
s system can be described in terms of the

phase φs and subsequently used to extract or limit βs.

From Eqns. 1.13 and 1.15, we can see immediately that CP will be violated

if |q{p| � 1. In this case, the lifetime pdf for the mixed decays is different for
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B0
s Ñ B̄0

s and B̄0
s Ñ B0

s . We can define a flavour-specific17, time-dependent decay

rate asymmetry (asfs) to quantify this difference:

asfsptq � PpB̄0
s Ñ B0

s ; tq � PpB0
s Ñ B̄0

s ; tq
PpB̄0

s Ñ B0
s ; tq � PpB0

s Ñ B̄0
s ; tq �

1� |q{p|4
1� |q{p|4 . (1.19)

Note that the time-dependent asymmetry is, in fact, independent of time. This

allows a time-integrated measurement of the asymmetry (that is, a counting experi-

ment) provided we have good knowledge of the initial-state flavour of the B0
s meson

(i.e., B0
s or B̄0

s , see Sec. 4.2 for a discussion of flavour tagging).

A measurement of asfs can be made by counting the number of B0
s Ñ B̄0

s and

B̄0
s Ñ B0

s decays. The challenge is to identify the B0
s and B̄0

s mesons and de-

termine which oscillation process occurred. In semileptonic decays the process is

determined by the charge of the muon from the decays. By looking for pairs of

B hadrons (produced from an initial bb̄ pair) both decaying to muons, a relatively

simple measurement can be made. In this dimuon channel, the charge of the muons

is easily determined providing the identification of the decay process. A pair of

like-charge muons indicate an oscillated decay; oppositely charged muons indicate

a non-oscillated decay (see Sec. 4.2 for a detailed discussion). This analysis has

been performed by both the CDF [26] and D0 [27] collaborations. The dimuon

selection cannot distinguish between B0
s and B0 mesons, which makes the mea-

sured asymmetry a combination of asfs and adfs. The value of asfs can be extracted

from these measurements by inputting an adfs measurement from B factories. The

17Flavour-specific refers to processes whereby only the B0
s meson and not the B̄0

s meson can
decay to the final-state. That is, B̄0

s Ñ f is forbidden, as is B0
s Ñ f̄ . Examples of non-flavour-

specific decays are B0
s Ñ J{ψφ and B0

s Ñ D�s D�s .
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most recent (May 2009) evaluation from the CDF and D0 measurements yields

asfs � 0.025 � 0.021 � 0.017 (CDF) and asfs � �0.0061 � 0.0058 � 0.0077 (D0),

assuming adfs � �0.0047� 0.0046 [28,29].

The dimuon requirement in the above analysis sacrifices the large number of

events that lack an opposite side muon (BrpB Ñ µXq � 10%). If we drop this re-

quirement, the statistics increase significantly, but we lose knowledge of the initial-

state B0
s flavour. In this case we must generalize Eqn. 1.19 to include possible

unmixed events:

a1sfsptq � PpB0
s{B̄0

s Ñ B0
s ; tq � PpB0

s{B̄0
s Ñ B̄0

s ; tq
PpB0

s{B̄0
s Ñ B0

s ; tq � PpB0
s{B̄0

s Ñ B̄0
s ; tq �

asfs
2

�
1� cos ∆mst

cosh ∆Γst{2


.

(1.20)

For this ‘untagged’ asymmetry the time dependence does not vanish. If we again

make a time-integrated measurement, the time-dependent term will be vanishingly

small and can be neglected. However, due to the factor of 1{2 in Eqn. 1.20 we are

only half as sensitive to the more fundamental parameter asfs. This analysis has

been performed by the D0 collaboration (asfs � 0.0123� 0.0097� 0.0017 [30]) and

is independent of adfs
18.

This work represents a combination of these two approaches and uses all avail-

able information from the B0
s decay. In addition, a time-dependent approach is

used that does not neglect the time-dependent term (in Eqn. 1.20) and allows

better separation of the background asymmetries that are constant in time. The

analyses are conducted using a 5.0 fb�1 data sample collected by the D0 experi-

ment at the Fermi National Accelerator Laboratory (see Chap. 3). The B0
s mesons

18Reconstructing the B0
s decay allows separate selection of B0 and B0

s .
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are produced in pp̄ collisions at a centre of mass energy of
?
s � 2 TeV.

1.3 B meson production

At the Tevatron, the bb̄ production cross section is approximately 10 µb 19 [31].

With an instantaneous luminosity of order 100 µb�1s�1, the Tevatron produces

� 1000 bb̄ pairs every second.

bb̄ quark pairs are produced when partons (i.e., quarks or gluons) within the

proton and antiproton collide at high energy. These collisions may include any of

the valence quarks20, the gluons or the ‘sea quarks21.’ This allows for a number of

QCD processes that give the final-state bb̄ pair. Flavour creation is the simplest

tree-level process. This includes annihilation of light quarks (see Fig. 1.6paq) and

gluon fusion (see Fig. 1.6pbq). Next-to-leading order (NLO) flavour creation pro-

cesses may include a gluon radiated from one of the bb̄ quarks. These processes

make up roughly 35% of the total bb̄ cross section [32].

Flavour excitation and parton showering are NLO processes with cross sections

comparable to or exceeding the flavour creation cross section. Flavour excitation

is the process by which one quark from a sea bb̄ pair is scattered by a gluon or

other quark into the final-state (see Fig. 1.6pcq). Parton showering is the process

by which a bb̄ pair is produced from a scattered gluon (see Fig. 1.6pdq). These

processes are characterized by lower final-state momentum and small scattering

19A barn is a unit of cross section related to area, 1 barn � 10�24 cm2.
20Valence quarks are the principle quarks in the hadron that determine the flavour. For

example, the proton has valence quarks uud.
21In any hadron there are copious amounts of gluons and quark-antiquark pairs. These ‘extra’

quarks are called sea quarks.
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Figure 1.6: Examples of bb̄ production diagrams. qq̄ annihilation (a) and gluon fu-
sion (b) are flavour creation processes. Flavour excitation (c) and parton showering
(d) are NLO processes.

angles for at least one of the b{b̄ quarks [32].

1.3.1 Hadronization

Colour confinement in the strong interaction does not permit free quarks. The

newly produced bb̄ pair must ‘hadronize’ into semi-stable colourless states (i.e.,

produce hadrons). From the initial energy of the bb̄ pair, additional qq̄ pairs are

created until all quarks are confined within hadrons. The final result is a pair of

B hadrons and a host of other lighter particles. This process cannot be described

by perturbative QCD; we instead use a phenomenological model tuned to data.

For this work we use the Lund string model [33]. In this model, the initial bb̄
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quarks are connected by a string field with energy proportional to the separation

of the quarks. As the b and b̄ quarks move apart due to their kinetic energy, the

string is stretched. Energy is transferred from the quarks to the stretching string,

slowing the quarks. When the energy stored in the string field is sufficiently high a

new qq̄ pair is created, splitting the string. The new separated strings will continue

to stretch and create new pairs until the energy drops below some threshold.

The type of B hadron that remains at the end of the hadronization process

is determined by the flavour of the last qq̄ pair to break a string field connected

to the b{b̄ quark. The probabilities for producing a B�, B0, B0
s , B

�
c or a B

baryon (Λ0
b , Σb, Ξb, Ωb) are given by the fractions fu, fd, fs, fc and fbaryon. These

fractions are measured in pp̄ collisions at the Tevatron as well as in e�e�collisions at

LEP (see Table 1.3). These measurements typically neglect the contributions from

heavier B hadrons (B�c and charm B baryons), which have very small contributions

(fc � 0.2%) [9].

B fraction Z Ñ bb̄p%q Combined with pp̄p%q
fu, fd 40.2� 0.9 39.9� 1.1
fs 10.5� 0.9 11.1� 1.2
fbaryon 9.1� 1.5 9.2� 1.9

Table 1.3: Fractions for producing B hadrons in e�e� Ñ Z0 Ñ bb̄, and in pp̄
collisions at 1.8 TeV [9].

1.4 Motivation

The B sector is a good place to search for new physics. B hadrons are character-

ized by a long lifetime (� 1.5 ps�1 yielding a decay length of � 500 µm) making
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them relatively easy to identify. Furthermore, they must decay by flavour-changing

processes that are sensitive to new physics. The B0
s sector in particular is inter-

esting because of current discrepancies between SM predictions and experimental

measurements [34] (see, for example, Fig. 1.8).

Of the matrix elements in Eqn. 1.10, M12 is the most sensitive to new physics.

The diagonal element of the decay matrix, Γ12, is dominated by tree level processes

describing the B0
s decay [34]. We can describe the effects of any new physics by

how it relates to M12:

M s
12 �MSM,s

12 �∆s, ∆s � |∆s|eiφ∆
s , (1.21)

where MSM,s
12 is the SM prediction for matrix element. The complex parameter ∆s

describes the contribution from any source of new physics. With this formalism,

we have the following relations for ∆ms, ∆Γs and asfs:

∆ms �2|M12| � ∆mSM
s |∆s|,

∆Γs �2|ΓSM,s
12 | cospφSMs � φ∆

s q,
asfs �

����� ΓSM,s
12

MSM,s
12

����� sinpφSMs � φ∆
s q|∆s| � ∆ΓSMs

∆mSM
s

tanpφSMs � φ∆
s q|∆s| . (1.22)

In these equations φSMs is the CP phase and the source of CP violation within the

SM. φ∆
s is the phase associated with any new source of CP violation.

We can now see that both ∆ms and asfs are sensitive to the new physics pa-

rameters |∆s| and φ∆
s . The current CDF measurement of the oscillation frequency

(∆ms � 17.77�0.10�0.07 ps�1) has a statistical uncertainty significantly smaller
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Figure 1.7: The current global fit to the CKM triangle resulting from Eqn. 1.5 [19].

than the theoretical uncertainty on this parameter (� �6 ps�1 [34]). This limits

the usefulness of ∆ms as a probe of new physics. The ratio ∆md{∆ms has a smaller

theoretical uncertainty and can be used as a measure of the CKM ratio |Vtd{Vts|
(recall Eqn. 1.9). This measurement constrains the global fit to the CKM triangle

performed by groups such as CKMfitter [19] and UTfit [35]. The current status of

this fit, including the constraint provided by ∆md{∆ms is shown in Fig. 1.7.

The flavour-specific asymmetry is a particularly good measurement for search-

ing for new sources of CP violation. The SM prediction for this parameter is very
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nearly zero and has a small theoretical uncertainty (aSM,s
fs � p2.06�0.57q�10�5). A

small increase in φs could boost the asymmetry parameter by a significant amount.

It is interesting to examine other measurements of the CP phase. The CP phase

can be measured directly from B0
s decays to the CP eigenstate J{ψφ. This mea-

surement has been made by the CDF [36, 37] and D0 [38] collaborations. Other

constraints on φs are provided by the B0
s flavour-specific lifetime and the branching

fraction for the process B0
s Ñ D�s D�s X [28,39,40]. The B0

s asymmetry can also be

used to constrain φs using the relation in Eqn. 1.22. By combining measurements

and constraints, a limit can be made on the allowed region for φs. Fig. 1.8 shows

the current limit on φs as of April 2009. These limits do not include a new 2.8

fb�1 result from CDF [36] or the results of this asymmetry measurement.

Fig. 1.8 is striking as both plots show a � 2σ deviation from the SM point. By

improving the constraints, it is hoped that we might gain statistically significant

evidence of new physics. The asfs measurement in this work, which builds upon

this ∆ms measurement, will improve the constraints on φs and will help to shed

new light on possible extensions to the SM.
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Chapter 2

Analysis Overview

This work includes two independent analyses: a B0
s oscillation search and a B0

s

semileptonic CP asymmetry search. Both searches are performed by analyzing

a common 5 fb�1 sample of B0
s Ñ D�s µ�νµX decays, with D�s Ñ K�0K� and

K�0 Ñ K�π�(charge conjugate processes are implied throughout this work). The

previous chapter explained the physics behind these phenomena; this chapter will

explain some of the more practical aspects of making a measurement.

2.1 Analysis Strategy

As explained in the previous chapter, a flavour oscillation in B0
s mesons is an

oscillation between the B0
s and B̄0

s states. The oscillation occurs in time with some

associated frequency, ∆ms. If we could monitor the flavour of a B0
s meson during

its short life we could make a simple measurement. Similarly, we could measure

the CP asymmetry by measuring the amplitude difference in the oscillation for
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B0
s and B̄0

s mesons. However, we can only make (at most) two measurements of

the flavour; at the instant the B0
s meson is created, and at the instant in which it

decays. These two measurements will not tell us at what frequency the oscillation

occurs.

In order to determine the oscillation frequency and CP asymmetry we must

observe a large sample of B0
s decays. The lifetime of the B0

s mesons follows a

simple exponential decay law regardless of the flavour. When an initial B0
s meson

oscillates into a B̄0
s meson, we are likely to observe a B̄0

s meson decay and unlikely to

observe a B0
s decay. As the oscillation proceeds in time, the probability for an initial

B0
s meson to decay as a B̄0

s meson will oscillate (see Fig. 2.1). The CP conjugate

process will behave in the same manner but potentially with a different relative

probability, compared to the flavour conserving process (B̄0
s Ñ B̄0

s ). This difference

will result in an asymmetry in the amplitude of the oscillation probability (see

Fig, 2.1).

The approach described above does not consider detector effects or background

contamination. In reality these are serious problems that cannot be ignored. For

example, the uncertainty on our measurement of the lifetime of the B0
s mesons is

comparable to the period of the oscillation (σ � 0.20 ps and T � 0.35 ps). This

leads to a ‘smearing’ of the oscillation that makes the measurement much more

challenging (see Fig. 2.2). Difficulty in identifying the initial flavour of the B0
s me-

son will lead to a contamination by the flavour-conserving decays that oscillate out

of phase with the flavour-changing decays. This will reduce the amplitude of the

oscillation, making if harder to observe. Undetected decay products will lead to

further uncertainty in the lifetime, and will likewise smear the oscillations. Finally,
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Figure 2.1: An idealization of B0
s oscillations. The CP asymmetry is evident from

the difference in amplitude.

background processes that resemble the B0
s decay will reduce the significance of

the oscillation, making it difficult to detect. Nevertheless, if we account for these

factors, the oscillation frequency and the CP asymmetry can be extracted from

the distribution of the B0
s decay.

To account for the effects described above, it is necessary to consider more than

just the basic lifetime pdf. Parameters, such as mass and lifetime resolution, are

used to discriminate against the background sources and enhance the significance of

the signal events, as well as model the detector effects described above. Pdfs for all

parameters are combined into a joint conditional pdf for the lifetime. This function

is then used to define a likelihood function of the oscillation frequency, which can

be fitted to determine ∆ms. A power spectrum approach is used to analyze the

lifetime function and extract the oscillation frequency. The same approach was

used in a previous D0 limit of the B0
s oscillation frequency [24], as well as in the

CDF measurement [25]. This work is the first to be submitted for publication that
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Figure 2.2: A somewhat more realistic example of oscillations. This simulated
data includes effects due to the detector resolution.

includes the D�s Ñ K�0K� decay mode1.

The B0
s CP asymmetry measurement follows a similar strategy, making use of

the B0
s lifetime distribution. As above, other parameters are used to discriminate

against the background, producing a joint conditional pdf for the B0
s lifetime distri-

bution as a function of the asymmetry. This is used to create a likelihood function,

which is then fitted for the asymmetry. The accuracy of this fit is improved if we

can distinguish between different sources of asymmetry and between oscillated and

non-oscillated decays2. As discussed in Sec. 1.2.2, the inclusive dimuon asymme-

try measurement suffers from a dependence on an external measurement of the

B0 charge asymmetry [26, 27]. The untagged measurement uses an exclusive de-

cay, making it independent, but does not include tagging information to separate

B0
s from B̄0

s decays [30]. This work is the first to make use of an exclusive decay

1Earlier work on this decay mode has been previously presented [41].
2The identification of the oscillated decays is referred to as flavour tagging. This is discussed

in Sec. 4.2.
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with tagging and is the first to make a time-dependent measurement.

The B0
s oscillation analysis is completely dependent on our ability to distinguish

an oscillated decay from a non-oscillated decay. For the asymmetry analysis, the

flavour tag is helpful but not critical. As such, we divide the data into two samples

for these two analyses. The ‘untagged’ data sample includes all events, regardless

of the flavour tag. This sample is used to study the charge asymmetry. The

‘tagged’ data sample is a subset of the untagged sample that excludes all events

that lack a flavour tag. This sample is used to study the oscillation frequency. The

two samples are the same in all other respects (event selection, reconstruction,

etc.).

2.2 Likelihood Fitting Procedure

In order to determine the B0
s oscillation frequency and CP asymmetry, we use

a likelihood function. This function gives the probability of obtaining the data

sample as a function of either the oscillation frequency or the charge asymmetry.

By scanning through a range of ∆ms, we can find the optimal value or place a

lower and possibly an upper bound on the frequency (see Sec. 7.1). The charge

asymmetry can be fitted directly by maximizing the likelihood (see Sec. 5.6).

The likelihood for each B0
s candidate is determined on an event-by-event basis.

The total likelihood (L) is the product of likelihoods for each event,

Lp~θq � N¹
i

fip~xi; ~θq, (2.1)
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where the index i runs over all N events. The vectors ~xi and ~θ denote the set

of measured values for the ith event and the set of fit parameters, respectively.

The event-by-event likelihood fip~xi; ~θq is the conditional probability of obtaining

measured variables ~xi given the model parameters ~θ. The procedure is simplified by

working with the natural logarithm of the likelihood. This converts the likelihood

product into a sum and controls the scale of the total. In this scheme, we minimize

the total log likelihood L,

Lp~θq � �2
Ņ

i

ln fip~xi; ~θq. (2.2)

The factor of �2 is inserted to simplify the interpretation of the fit parameter

uncertainty. With this formalism, the width of the minimum with respect to the

model parameter θj is related to the uncertainty on the parameter θj. The depth

of the minimum is related to the statistical significance of the measurement of

the parameters ~θ. If we assume a Gaussian-distributed error on the parameter θj,

Lpθjq will have a quadratic form about the minimum: Lpθjq � aθ2
j � bθj � c. The

1σ uncertainty is then given by the scale (a) of the quadratic term, θmeasure �
θminj �a

1{a (see, for example, Ref. [9] pp. 320-329).

The likelihood function to be used for these analyses is the joint probability

density function, f ij , for the measured parameters in each event. These parameters

will be discussed in detail in the following chapters. They are, in brief:

• The B0
s decay length, xM . See Sec. 6.2.

• The combined selection variable, y. This parameter is used to identify B

mesons. See Sec. 4.1.2.

33



• The uncertainty on the B0
s decay length, σxM .

• The predicted dilution, dpr. This parameter quantifies our confidence in the

identification of the B0
s flavour (i.e., B0

s or B̄0
s ). See Sec. 4.2.

• The mass of the KKπ system, m. These are the decay product of the

D�s candidate. See Sec. 6.1.

The pdfs for σxM , m and dpr are uncorrelated and the pdf for xM is modelled

separately for the various KKπ sources (hence it is independent of m). Thus, we

obtain

f ij � P xM

j pxMi , yi;σixM , d
i
prqP σ

xM

j Pm
j P

dpr

j , (2.3)

where the index i runs over all events and the index j indicates the KKπ source

(see Sec. 6.1). The total log likelihood is then given by the sum over sources and

events:

L � �2
Ņ

i

ln

�
j̧

Frjf
i
j

�
, (2.4)

where Frj is the fractional contribution from the source j. The functions in

Eqn. 2.3 must be determined independently before the fit to Eqn. 2.4 can de-

termine ∆ms and asfs. The functions Pm
j and P xM

j are fitted to data and are

discussed in Sec. 6.1 and Sec. 6.2, respectively. The functions P
σ

xM

j and P
dpr

j are

determined directly from data and are given in Sec. 5.1. The function P xM

j is

dependent on several other input parameters and functions. These dependencies

will be described in Chap. 5.
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2.3 Structure of this thesis

All of the physics involved in the analyses presented in this work must, in some way,

be incorporated into the likelihood function (Eqn. 2.4). Describing this function

is no small task. As explained above, there are many ingredients that must be

combined before the final fit can be done. Chap. 3 describes the accelerator and

the detector used to make these measurements. This includes a brief discussion

of the trigger system for data collection and the software tools used to generate

simulated data.

Chap. 4 discusses the selection criteria used to identify B0
s meson candidates

and the techniques used to discriminate against background. In addition, this

chapter describes the flavour-tagging technique used in differentiating B0
s from

B̄0
s mesons. Flavour tagging is particularly important for the measurement of the

B0
s oscillation frequency.

A number of parameters are included in the likelihood function that have no

direct correlation to the oscillation frequency or CP asymmetry. These parameters

are included to either account for some detector effects, or to give some improve-

ment to the separation of the signal and background sources. These parameters

are discussed in Chap. 5.

The two main functions of this analysis are the distributions for the mass of

the D�s candidate and the lifetime of the B0
s candidate. The functions describing

these distributions and their fits to the data are described in Chap. 6. This chapter

will also explain how the parameters discussed in Chap. 5 are to be applied in the

final fit.
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The results of the final fits for the B0
s oscillation frequency and the CP asym-

metry are shown in Chap. 7. A number of cross checks were performed to verify the

fits are not biased in some way. These tests are also described in this chapter. In

addition, studies of the systematic uncertainty of the measurements are presented.

In the final chapter, the measurements described in this work are combined with

those using other decay modes. These decay modes are studied independently by

other D0 collaborators and together with those described in this thesis yield a

measurement with higher sensitivity.
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Chapter 3

Accelerator and Detector

The Fermi National Accelerator Laboratory (FNAL, or simply ‘Fermilab’) has been

at the frontier of high energy particle physics for the past two decades. The primary

accelerator at Fermilab is the Tevatron. As its name suggests, the Tevatron is a 1

TeV proton/antiproton accelerator1 and storage ring. The Tevatron hosts a pair of

collider detectors, CDF and D0 (‘D-zero’), which have been in operation since 1987

and 1992, respectively. The extensive physics programs at these two experiments

have yielded hundreds of publications and Ph.D. theses.

This chapter will briefly describe the Tevatron and the related accelerators,

as well as give a detailed description of the D0 detector and all of its detector

subsystems. The Tevatron and the D0 detector were upgraded during the period

between 1996 and 2001. The period prior to this upgrade is referred to as Run I.

The period following the upgrade is referred to as Run II. Furthermore, Run II is

divided by a (smaller) upgrade that took place in 2006, where the periods before

1The operational beam energy is 0.98 TeV, but beam tests have achieved energies as high as
1.012 TeV [42].
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and after this upgrade are referred to as Run IIa and Run IIb, respectively. Only

the Run II Tevatron and D0 detector will be discussed here.

3.1 The Tevatron

Figure 3.1: The Fermilab accelerator complex. The diagram shows the Tevatron
main ring as well as the acceleration stages leading up to the 1 TeV beam energy.

The production of 1 TeV protons and antiprotons starts from a simple tank of

hydrogen gas. The acceleration up to 1 TeV as well as the production of antiprotons

requires an assortment of additional accelerators apart from the Tevatron itself
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(see Fig. 3.1). The various stages of acceleration and the machines involved are

described below.

The hydrogen gas is ionized (H�) inside of the dome of a Cockcroft-Walton

voltage multiplier charged to �750 kV. The ionized gas is accelerated up to 750

keV through a column connecting the charged dome to a grounded wall hous-

ing the preaccelerator construction. The H� ions then enter a linear accelerator,

where they are accelerated to 400 MeV. The next stage of acceleration is the 8

GeV Booster, a 75 m radius synchrotron. Upon injection into the booster, the

ions hit a stripping foil, which removes most of the electrons, leaving a beam of

protons. Any remaining H� ions are deflected out of the accelerator upon reaching

the first bending dipole magnet. The protons are then accelerated to 8 GeV and

sent via a transfer line to the Main Injector (MI).

The MI is elliptical in shape with a circumference of approximately 3 km. The

MI has two operating modes, one for the production of antiprotons and another

for injecting protons and antiprotons into the Tevatron. The primary difference

between these two modes is the beam energy: 120 GeV for antiproton production

and 150 GeV for Tevatron injection. For antiproton production, the beam is

directed down a transfer line to a fixed target station housing a nickel-iron target.

The resulting collisions produce antiprotons of approximately 8 GeV.

A triangular shaped synchrotron is used to capture and control the antiprotons,

which are then transferred to a second similar synchrotron for temporary storage.

These machines are referred to as the Debuncher and Accumulator, respectively.

Once a sufficient number of antiprotons is collected in the Accumulator, they are

returned to the MI by the same transfer line through the target station. Dur-
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ing Run IIa, the antiprotons were then accelerated to 150 GeV and injected into

the Tevatron. The process was repeated until there was a sufficient number of

antiprotons in the ring.

The Run IIb upgrade included the addition of an antiproton storage ring called

the Recycler. The Recycler recovers and stores antiprotons remaining in the Teva-

tron at the end of a period of collisions (called a ‘store’). The antiprotons from the

Accumulator are added to the Recycler, where they are stored until a sufficiently

large ‘stash’ of antiprotons (Op1012q) has been accumulated to be injected into the

Tevatron. The Recycler shares the same tunnel as the MI and is solely a storage

ring; antiprotons must be transferred to the MI to be accelerated for injection to

the Tevatron. This recycling of antiprotons dramatically reduces the downtime in

between stores [42,43].

The final and largest accelerator in the sequence is the Tevatron. 1 km in radius,

the Tevatron accelerates protons and antiprotons to their final 0.98 TeV beam

energy. The ring is divided into six equal sectors separated by straight sections

labeled A0-F0. These coincide with positions around the ring where the proton and

antiproton beams can be brought together for collisions. B0 and D0 are collision

halls housing the CDF and D0 detectors, respectively. C0 houses the proton abort

line used when no antiprotons are in the ring. For example, when terminating

a store after the antiprotons have been extracted to the Recycler, the remaining

protons can safely be dumped via the proton abort line. A0 contains the proton

and antiproton collision aborts (in the event of an unforeseen problem) as well

as the connection to the switchyard for the fixed target experiments. E0 houses

the apparatus for recovering antiprotons for storage in the Recycler at the end
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of a store. F0 houses all RF accelerating cavities for the Tevatron as well as the

injection lines from the MI.

Each of the six curved sectors contain 17 FODO cells, each composed of a

focusing quadrupole magnet (F), four dipole bending magnets (O), a defocusing

quadrupole (D) and four additional dipoles (O). The Tevatron is the only accel-

erator at Fermilab to use superconducting magnets, which must be housed in a

liquid helium cryostat at 4� 5 K, depending on the beam energy. The proton and

antiproton beams circulate around the machine in a common beam pipe clockwise

and counterclockwise, respectively. The use of a single beam pipe requires that the

beams follow separate helical orbits about the beam axis to avoid collisions around

the ring. The orbit is made straight upon entering the CDF and D0 detectors to

allow the beams to meet for collisions [42].

3.2 The D0 Detector

The D0 detector is a general purpose collider detector. It includes a tracking de-

tector in the centre surrounded by a calorimeter, which is in turn surrounded by

a muon spectrometer (see Fig. 3.2). The objective of the detector is to record

‘physics objects’ resulting from a pp̄ collision. Physics objects, such as charged

tracks or clusters of deposited energy, are detector signatures that are later in-

terpreted to determine the physics process that occurred in the collision. This

chapter will discuss the detector hardware (Secs. 3.2.2-3.2.4) and how physics ob-

jects are identified (Sec. 3.2.5). The subsequent interpretation will be discussed in

Chaps. 4-5.
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Figure 3.2: The D0 detector viewed from the west side (from inside the Teva-
tron ring) [44]. The various subdetector systems are labeled and are described
separately in the text.

3.2.1 Coordinates

The detector is (mostly) cylindrically symmetric around the beam axis and so a

cylindrical coordinate system will be used throughout this work. On occasion, a

Cartesian coordinate system will prove to be more useful and will be used instead.

Both coordinate systems take the geometric centre of the detector as the origin.

The z axis runs down the centre of the beam pipe (north-south), with the proton

direction taken to be �z (south). The y axis is upwards and the x axis is horizontal

towards the centre of the accelerator ring (west). The r coordinate denotes the
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distance perpendicular from the z axis (r � a
x2 � y2). The angles θ and φ are

the polar and azimuthal angles, respectively.

It should be noted that the pp̄ collision point is not, in general, at the origin

of the coordinate system. The ‘beam spot’ describes the point in r � φ� z where

the two beams are focused for collisions and is determined separately for each data

collection run (at most four hours long or 1 pb�1 at typical luminosities).

Vector quantities are often broken into components parallel or perpendicular

to the z axis. This is particularly true for momentum which is described by a

transverse component in the r � φ plane (pT ), an axial component (pz) and a

scalar total momentum (p). Throughout this work we will make use of decay

parameters projected into the transverse plane. The detector resolution is the best

in the transverse plane, and so whenever possible we will restrict measured values

to this plane. The concept of transverse momentum is extended to energy with

the definition of ‘transverse energy,’ ET � E sin θ. This definition is useful in

calorimetry where the total transverse energy must be zero. Any imbalance of the

transverse energy indicates the presence of a neutrino (or other unreconstructed

particle) with a transverse energy equal to the missing energy ({ET ).

It is useful to use rapidity, y, with respect to the beam axis in place of the

polar angle:

y � 1

2
ln

�
E � pzc
E � pzc

�
� 1

2
ln

�
1� β cos θ

1� β cos θ

�
. (3.1)

The rapidity difference between two particles is invariant under boosts along the

beam axis, but is dependent on the particle energy making it inconvenient for de-

scribing detector geometry. The pseudorapidity, η � � ln rtan pθ{2qs, approximates
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the true rapidity in the limit β Ñ 1 2. Unlike true rapidity, the pseudorapidity

is purely a geometric parameter. Furthermore, to a good approximation, particle

production is uniform in (pseudo)rapidity. These properties make pseudorapidity

a useful substitute for the polar angle.

3.2.2 Tracking Detector

The tracking system is designed to provide spatial, momentum and charge de-

termination for charged particles. A charged particle traversing the detector will

interact with the detector material, leaving a ‘hit’ signature. A series of hits in

different detector layers forms a ‘track’ that follows the trajectory of the particle.

If a magnetic field is applied parallel to the beam axis, the trajectory will curve

in the azimuthal direction. The direction and extent of the curvature provides a

measurement of the charge and momentum. Multiple tracks that point back to a

common point can be used to determine the position of the decay vertex of their

parent particle.

The D0 tracking system is composed of two primary subdetectors: a Silicon

Microstrip Tracker (SMT) and a Central Fiber Tracker (CFT). The tracking system

is contained within a 2 T solenoid to provide momentum determination from track

curvature. The configuration of the detector subsystems and the magnet are shown

in Fig. 3.3.

2Or equivalently mc2{E Ñ 0.
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Figure 3.3: Cross-sectional view of the D0 Tracking detector [44].

Silicon Microstrip Tracker

The SMT is designed to provide tracking very close to the primary interaction

point. In order to minimize the amount of detector material traversed by a charged

particle, the detector surfaces need to be kept nearly perpendicular to the tracks

for all η. So far as is possible, this should be true for particles originating anywhere

within the interaction region. To achieve this, the detector is composed of a series

of sensors arranged cylindrically at small η with r � φ disks at large η. The

intermediate region is composed of a combination of both sensor configurations
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Figure 3.4: 3D view of the Silicon Microstrip Tracker [44].

(see Fig. 3.4).

There are six cylindrical ‘barrel’ sections in the detector, each 12 cm long

(axially) and composed of four layers of sensors with average radii 2.72, 4.55,

7.58 and 10.51 cm. The inner two layers include 12 silicon sensors and the outer

layers include 24 sensors. Each barrel is topped on the high |z| side by an ‘F-

disk’ composed of wedge-shaped sensors. The F-disk has an inner (outer) radius

of 2.57 p9.96q cm. Three additional F-disks providing high η coverage are located

after the barrels at |z| � 43.1, 48.1 and 53.1 cm. Two larger disks (‘H-disks’) with

inner (outer) radii of 9.5 p26q cm are located at |z| � 100.4 and 121.0 cm. The

H-disks provide coverage up to η � 3 in the very forward direction, where there is

no CFT coverage.

The various barrels and disks use a variety of different sensor designs, but they

operate on the same basic principles. A wafer of n-type silicon (excess e� donors)

is etched with narrow strips of p-type silicon (excess e� acceptors). The spatial hit

resolution of the sensors is determined by the spacing of the strips on the silicon

surface (the ‘pitch’). Aluminum strips are overlaid on the p-type strips, and the
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n-type side of the silicon is mounted on an aluminum plate3. The interface between

the n-type and p-type silicon forms a p-n junction with conduction-band electrons

drifting to the p-side and valence band holes drifting to the n-side. A net negative

charge develops on the p-side and a positive charge on the n-side of the junction.

The region in between is left in a ‘depleted’ state, free of electrons and holes. A

high voltage is applied to the aluminum strips and plate causing the electrons and

holes to move further away from the junction and widening the depletion region.

An ionizing particle passing through the depletion region will create electron/hole

pairs, which immediately move apart and drift due to the applied electric field in

the silicon. The electrons drift to the p-side and holes to the n-side of the silicon,

creating a current in the nearest strip. The orientation of the strips determines

the plane in which a measurement can be made. The barrel detectors with axial

strips provide measurement of hits primarily in the r�φ plane. Strips can also be

added to the n-side of the wafer at a stereo angle to provide some measurement in

a second dimension. The F- and H-disks use stereo angles to make measurements

in both r � z and r � φ.

The sensors used are as follows:

• Single-Sided Ladder Sensors (SS). These are the most basic of the silicon sen-

sors with a 50 µm pitch. 6 cm long individual sensors were bonded together

to form a 12 cm ladder. These sensors are used only in the two outer barrels

in layers 1 and 3.

• Double-Sided Ladder Sensors (DS). Double sided sensors have p-type strips

3In the case of a double-sided sensor, there are aluminum strips on both sides.
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on one side with a 50 µm pitch, and n-type strips on the other with a 62.5

µm pitch. The strips have a 20 stereo angle, which allows some limited

measurement in the r� z plane. As with the SS sensors, these are composed

of two 6 cm sensors bonded together. All barrels use DS sensors for layers 2

and 4.

• Double-Sided Double Metal Ladder Sensors (DSDM). Similar to the DS sen-

sors, but the second layer has a 900 stereo angle, which requires an additional

layer of metal strips (‘Double Metal’) on the n-type side arranged orthog-

onally to allow readout at the end of the ladder (rather than at the side).

The p-type strips have a pitch of 50 µm, and the double metal n-type strips

have a pitch of 153.5 µm. The DSDM ladders are the only ones that are

constructed from a single 12 cm sensor. These sensors are used in the four

inner barrels in layers 1 and 3.

• Single-Sided Wedge Sensors. The H-disks are composed of single-sided half-

wedge sensors, which are attached back-to-back to provide a makeshift double-

sided detector. The two sides have an effective stereo angle of 150. Similar

to the SS and DS ladders, the H-disk wedges are composed of a bonded pair

of smaller sensors. The inner sensor is 7.63 cm long and the outer sensor is

6.33 cm long. Both sensors have a pitch of 40 µm with every second strip

being read out.

• Double-Sided Wedge Sensors. The F-disks use double-sided sensors similar

to the DS ladder sensors. The two sides have a 300 stereo angle and are

composed of a single sensor 7.93 cm in length. The p-type side has a 50µm
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Figure 3.5: Cross section of the Layer 0 detector [45]. The A-layer sensors are at
the right and upper/lower left, the B-layer sensors are at the left and upper/lower
right.

pitch, and the n-type side has a 62.5 µm pitch.

The silicon detector was upgraded for Run IIb with an additional layer of sen-

sors close to the beam pipe. The beam pipe itself was replaced with a new smaller

diameter Beryllium pipe (29.5 mm compared to 38.1 mm), providing additional

space that has been exploited by the new silicon layer (‘Layer 0’ or L0). The de-

tector occupies the space between r � 15.34 mm and r � 22.02 mm (see Fig. 3.5).

It is 77 cm long and arranged with a pair of overlapping sub-layers, each with

sensors at three equally spaced azimuthal angles. The inner sub-layer (A-layer)

uses single-sided sensors with a 71 µm pitch, and the outer sub-layer (B-layer) uses

single-sided sensors with an 81 µm pitch. Each of the six azimuthal detector panels
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is composed of eight sensors, the inner four being 7 cm long, with the outer four

being 12 cm long. Cosmic ray muons were used to estimate the improvement to

the track resolution. Tracks with a L0 hit were studied, and the impact parameter

resolution4 was determined to be 26.5 µm. Using the same tracks, but excluding

the L0 hit from the reconstruction, the resolution was found to be 41.2 µm [44–46].

Central Fiber Tracker

The CFT is composed of eight cylinders of scintillating fibers. With the exception

of the inner two, the cylinders are 2.52 m in length. The inner two cylinders are

shorter (1.66 m) to accommodate the SMT H-disks. The cylinders are typically

separated by � 4.9 cm and occupy the volume from 20 to 52 cm radially. Each

cylinder holds two doublet layers of fibers, one mounted axially and the other with

a �30 stereo angle. Odd numbered cylinders use a �30 stereo angle, while even

cylinders use a �30 stereo angle. The doublet layers are separated by � 2 mm.

The first layer of fibers in a doublet is set in V-shaped grooves in the support

structure with a separation determined by the number of fibers and the radius of

the cylinder (928� 993 µm). The second layer is set over top and offset by half of

the fiber spacing such that the fibers are centred on the gap of the preceding layer.

In order to achieve the desired tracking resolution (100 µm [47]), the position of

the fibers must be known with an accuracy of 50 µm.

The scintillating fibers are composed, primarily, of polystyrene (PS). An ion-

izing particle passing through the fiber deposits energy, which causes excitations

4Determined from the width of the muon impact parameter distribution for tracks with pT   5
GeV{c.
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in the PS (4.8 eV per excitation). The decay of the PS excited state produces a

photon that can be detected; however, the decay time of PS is far too long to be

useful for a high collision rate. By adding a second organic material, paraterphenyl

(PTP), the PS excitations are transferred to the PTP by a non-radiative process.

The PTP has a decay time of only a few nanoseconds and emits UV light (340

nm) in the process. To improve transmission through the PS fiber, a wavelength

shifter (3-hydroxyflavone) is added, which absorbs the UV and re-emits with a 530

nm wavelength. The fibers are coupled at one end to a clear PS fiber waveguide,

and the opposite end is mirrored with an aluminum coating. The fibers are 835

µm in diameter, including the 50 µm cladding. The waveguide fibers are coupled

to solid-state photosensors (‘visible light photon counters,’ or VLPCs), which have

a high quantum efficiency and are capable of detecting single photons. The VLPCs

are housed in a liquid helium cryostat at 9 K. Taking into account the initial energy

deposition in the fiber and all sources of losses en route to the VLPCs, typically

4� 10 photoelectrons are detected in a VLPC per fiber hit [44,48,49].

Preshower Detectors

The preshower detectors are intermediate detectors between the tracking system

and the calorimeter. The addition of a solenoid magnet in the tracking volume for

Run II increased the amount of material in front of the calorimeter. Energy loss

in this material degrades the performance of the calorimeter system and must be

corrected by including a sampling layer within the tracking volume (see Sec. 3.2.3

for a discussion of calorimetry). The preshower detectors serve as a final layer for

tracking, but also as the early sampling layer for the calorimeter. It is composed of
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Figure 3.6: aq Cross sectional view of the triangular scintillator strips used in the
preshower detector. The strip configurations for the central and forward detectors
are shown in bq and cq, respectively [44].

triangular strips of scintillator wrapped in aluminized mylar, as shown in Fig. 3.6.

The triangular geometry of the scintillator strips is chosen to allow good position

resolution without a high channel count [?, ?]. The thickness of the scintillator

allows sufficient energy to be deposited for the preshower to act as a calorimeter

sampling layer. However, this shape is not well suited to act as a light guide. A

wavelength shifting fiber (WLS fiber) is embedded in the centre of the strips in

order to collect and carry light to the end, where it is collected and transmitted to

VLPCs by waveguide fibers [44, 50,51].

The central preshower (CPS) is arranged in three cylindrical layers. Each layer

is a doublet of triangular strips as shown in Fig. 3.6bq. The strips of the first CPS

layer strips are aligned with the beam axis. The second and third layers are set
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at a �240 and �240 stereo angle, respectively. A lead absorber � 5.6 mm thick

(� 1 radiation length (X0)) is placed between the solenoid and the first CPS layer,

providing a total � 2X0 of material in front of the CPS. The forward preshower

(FPS) detectors are composed of four layers with a 2X0 lead absorber between

the second and third layers to match the radiation thickness of the solenoid and

absorber used in the CPS. Each layer, including the absorber layer, consists of

eight wedge-shaped modules. The first and second layers, as well as the absorber

layer, have a smaller outer radius than the third and fourth layers (note the change

in thickness in Fig. 3.3). The inner portion covers the region 1.65   |η|   2.50

and the outer portion covers the region 1.50   |η|   1.65. A particle hitting

the outer portion of the FPS will have traversed the solenoid at a large incident

angle, providing up to 3X0 of material and so no additional absorber layer is

required. The first and last pairs of scintillator layers are arranged with a 22.50

stereo angle [50–53].

3.2.3 Calorimeter

While a calorimeter and a tracking detector function on similar principles (ionizing

radiation), the measurement philosophies are very different. A tracking detector

attempts to passively observe a passing particle without interrupting its path. A

calorimeter not only seeks to stop the particle, but to actively cause it to decay

into a cascade of daughter particles. By absorbing the energy of the entire cascade,

the energy of the initial particle may be determined.

The D0 calorimeter is shown in Fig. 3.7. It includes a central calorimeter (CC)

covering the region |η| À 1 and a pair of end calorimeters (ECN -north, ECS
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Figure 3.7: The D0 Calorimeter, with labeled central and end sections [44].

-south) extending the coverage to |η| � 4, as shown in Fig. 3.8.

Calorimetry

The cascade process (or shower) is slightly different for electrons and photons

compared to heavier hadrons such as pions and kaons. The primary mechanism

for energy loss in matter for electrons at the GeV scale is bremsstrahlung radiation

of photons. For photons, the primary process is e�e� pair production. Hadrons,

on the other hand, lose energy primarily by inelastic scattering, producing other

secondary hadrons. In each case, the primary incident particle creates secondary

particles with some fraction of the initial energy. The secondary particles behave in
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a similar fashion, creating another generation of secondary particles propagating

the shower deeper into the detector. Each new generation has a lower average

energy than the one before. The shower continues until the energy drops below

a threshold for the process to propagate further (� 10 MeV for electromagnetic

(EM) showers and � 2 GeV for hadronic showers [54]). The depth of the shower is

different for EM and hadronic showers. It is determined by the mean free path for

the shower processes (or the cross section) and varies depending on the detector

material. Propagation of electrons and photons is determined by the radiation

length of the material (for example, X0 � 0.32 cm in U238). An EM shower will

typically penetrate 14 � 16 X0 into the detector. The nuclear absorption cross-

section determines the mean free path relevant for hadronic showers characterized

by the nuclear interaction length λ (� 10 cm in U238). The depth of a hadronic

shower is somewhat more complicated, but can be approximated by the relation:

Lp95%q � 0.56λplnpEq � 4.1q, (3.2)

where E is the energy of the incident particle in GeV, and Lp95%q is the depth

for containment of 95% of the shower energy [54].

In addition to energy losses by the shower processes, small losses due to ion-

ization allow the measurement of the propagation of the shower. A sampling

calorimeter is constructed from alternating layers of absorber and active detector

material in which ionization may be measured. The absorber layers promote the

propagation of the shower while simultaneously limiting its depth. The detector

layers sample the energy deposition at regular intervals allowing for determination
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Figure 3.8: A quadrant view of the calorimeter system showing the pseudorapidity
coverage [44]. The alternating dark and light regions indicate calorimeter cells
which are grouped into readout ‘towers.’

of the total energy. The D0 calorimeters primarily use uranium as an absorber

material and liquid argon as the active medium. A copper pad is positioned be-

tween absorber layers in the liquid argon gap. The pads are grounded and the

absorber plates maintained at � 2 kV. Ionization electrons will drift towards the

pads producing a signal [55].

The shorter shower depth for EM showers requires a finer granularity in the

initial part of the calorimeter. Each of the three D0 calorimeters (CC, ECN and

ECS) is separated into an EM section with the finest granularity, an intermediate

fine hadronic section (FH), and a final coarse hadronic section (CH). The pri-
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mary difference in these modules is the thickness of the absorber material. The

construction of each module is described below.

Central Calorimeter

The EM, FH and CH calorimeter sections in the CC are arranged as concentric

cylindrical rings. The inner ring is the EM section and the outer ring is the

CH section. The rings are divided into 32 (EM)/16 (FH,CH) long axial modules

housing stacks of alternating absorber and signal boards. The module boundaries

in each layer are rotated azimuthally so that no particle should pass through two

module boundaries. The EM module uses 3 mm depleted uranium absorber plates

while the FH uses 6 mm uranium-niobium alloy plates and the CH uses 46.5 mm

copper plates. Between the absorber plates is a signal board segmented into tiles

η � 0.1 and φ � 0.1 in size. A 2.3 mm liquid argon gap separates the signal board

from the absorber on either side. Tiles at similar η and φ are grouped together to

form a ‘tower’ of cells with a single readout channel (See Fig. 3.8).

The EM modules have four layers of readout towers with depths 1.4X0, 2.0X0,

6.8X0 and 9.8X0 for a total thickness of � 20X0 or 0.76λ. The FH modules have

three layers of towers with depths 1.3λ, 1.0λ and 0.9λ. The CH module includes

a single layer of towers 3.2λ in depth [44,55].

End Calorimeter

Each of the end calorimeters includes an EM calorimeter disk in front of a hadronic

system composed of a small angle cylinder with a pair of concentric cylindrical rings

around it (see Fig. 3.8). The EM disk and the inner hadronic section are each a
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single module composed of alternating absorber plates and signal boards in the φ�z
plane. The middle hadronic ring is composed of 16 wedge shaped modules arranged

azimuthally around z with detector surfaces in the φ � z plane. Both the inner

and middle hadronic sections include both FH and CH segmentations. The outer

cylinder is composed of 16 CH wedge modules inclined with a 600 angle towards

the interaction region. The EM module uses 4 mm depleted uranium absorber

plates. FH sections use 6 mm uranium-niobium plates and the CH sections use

46.5 mm stainless steel plates. Cell construction and segmentation is the same as

in the CC.

As in the CC, there are four layers of EM readout towers with depths 1.6X0
5,

2.6X0, 7.9X0 and 9.3X0. The FH sections of the inner and middle cylinders include

four equal layers of readout towers 1.1λ and 0.9λ deep, respectively. The CH

sections of the inner, middle and outer cylinders all contain a single layer of towers

4.1λ, 4.4λ and 6.0λ (maximum) deep, respectively [44,55].

Intercryostat Detector

The region between the modules of the CC and EC cryostats (0.8   |η|   1.4) is

not well instrumented, leading to a loss in energy resolution. In an effort to improve

the sampling in this region, sampling layers are added in the air gap between the

cryomodules as well as on the wall inside the cryostat. The intercryostat detector

(ICD) is a scintillator detector attached outside of the EC. The ICD is a ring

segmented into wedge tiles η � φ � 0.1 � 0.1 and coupled to waveguide fibers

leading to PMTs for readout. Inside the CC and EC cryostat, a single additional

5Primarily due to the cryostat wall, the absorber plates make up only 0.3X0 of this.
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layer of calorimeter readout cells is positioned next to the cryostat wall. These

cells lack absorber material, and are referred to as the ‘massless gaps’ [44,55].

3.2.4 Muon System

Determination of muon 4-vectors is done primarily by the central tracking system.

However, an outer muon system provides muon identification, as well as a fast

muon trigger. The D0 muon system is composed of an array of drift tubes and

scintillator counters surrounding a 1.8 T toroidal magnet. The toroid system allows

a rough determination of the momentum of the muon candidate in order better

match it to a central track. Drift tubes before and after the toroid provide tracking

information for muons curving in the magnetic field, but the relatively slow drift

time (� 500 ns) excludes their use in triggering. The scintillator counters are much

faster by comparison (À 100 ns) with good timing resolution (� 2 ns), allowing

accurate drift-time determination in the drift tubes.

Central Muon System

The central muon system (|η| À 1.0) includes three layers of proportional drift tube

detectors (PDTs), two layers of scintillator counters and a 1 m thick iron toroid

magnet. Of the three PDT layers, one is positioned before the toroid (A layer)

and two are after the toroid (B and C layers). Successive layers are separated by

� 1 m, allowing measurement of the curvature due to the toroid field. Each layer

is composed of three or four planes of drift cells, allowing the determination of the

muon direction in each layer in addition to the position. Each cell is 191 � 579

cm long with a 5.5 � 10.1 cm2 rectangular cross section. An anode wire is held
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Figure 3.9: Cross sectional view of a drift tube cell for the central muon system.
Equipotential lines are shown surrounding the anode and cathode [55].

in the cell centre with cathode pads at the top and bottom (See Fig. 3.9). The

anode wire is maintained at �4.7 kV, the cathode at �2.3 kV and the cell wall is

grounded.

The gas mixture in the cell (Ar(84%)/CF4(8%)/CO2(8%)) is ionized by a pass-

ing muon, with anions drifting to the anode wire and cations drifting to the cath-

ode. The drift time of anions to the anode wire is used to measure the transverse

coordinate of the hit. The further the muon from the anode wire, the longer the

drift time. The anode wires of each cell are read out from one end, with the other

end connected to the neighbouring cell (azimuthally). A hit in one cell will be

registered in both cells with some time difference determined by the longitudinal

distance from the connection between the cells. Each cathode pad is composed of

two separate electrodes with the boundary forming a repeating diamond pattern
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Figure 3.10: φ�z cross section of a drift tube cell showing the shape of the cathode
electrodes and the connection of the anode wires in neighbouring cells [55].

� 61 cm long (see Fig. 3.10). The ratio of the charge collected on the inner and

outer electrodes determines the longitudinal hit coordinate within the diamond

pattern. When used together, the anode time difference and the cathode charge

ratio work similar to a vernier scale to measure the longitudinal hit coordinate in

the tube. The time difference determines the position to within 10 � 20 cm, and

the charge ratio refines this to 5 mm. The transverse resolution due to the drift

time is � 1 mm [55–57].

The scintillation counters form the first and last detector layers for the muon

system. They are used for triggering muons and providing a time reference for

determining drift time in the drift tubes. Both layers are composed of scintillator

tiles with photomultipliers mounted directly on the scintillator modules. This

construction allows for very short waveguide fibers, reducing the light attenuation.

The design of each layer is slightly different, but both use Bicron 404A commercial

scintillator. The outer layer is composed of tiles of scintillator 63.5 cm wide and
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Figure 3.11: Top view of a muon scintillation counter (left) and a top, side and
end schematic of the tile scintillator (right) [58]. The cross-hatched regions show
grooves cut into the surface for waveguides.

207 � 287 cm long. Each tile has shallow grooves cut on the surface, 4 mm wide

and 8 mm apart. The grooves run parallel to the long edge from either end to

the tile centre (see Fig. 3.11). Each groove if fitted with four wavelength shifting

fibers meeting at the tile centre, where they are coupled to a photomultiplier tube.

Grooves on either half of the tile are offset so that fibers do not overlap at the

centre. The inner scintillator layer is constructed in the same fashion using tiles

23.1 � 36.7 cm wide and 84.5 cm long. Fiber grooves in this case are cut 6 mm

deep, 1 mm wide, and 45 mm apart with six wavelength shifting fibers stacked in

the groove [44,56,58].

Forward Muon System

The two forward muon systems (1 À |η| À 2) are similar to the central muon, but

use mini drift tube detectors (MDTs) in place of PDTs and include three layers of

scintillator counters. The MDTs are essentially just miniaturized versions of the

PDTs. The smaller size means shorter drift time for ions in the cell (maximum 60

ns). As with the PDTs, each MDT layer is composed of three or four planes of drift
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Figure 3.12: Cross sectional view of an eight cell mini drift tube [44].

tubes. Each layer forms a square planar ring divided into octants with drift tubes

oriented parallel to the toroidal field. Each MDT layer is separated by � 1 m and

MDT planes within a layer are � 3 cm apart. Tubes are constructed in modules of

eight drift cells separated by a comb-shaped aluminum spacer (see Fig. 3.12). Each

cell has a 1 cm2 cross section with a gold-plated tungsten anode wire running the

length of the cell. The cell uses a gas mixture composed of CF4(90%)/CH4(10%)

with the cathode wall maintained at �3.2 kV and the anode wire grounded. The

transverse resolution due to the drift time is � 1 mm; however, in contrast to the

PDTs, the MDTs have no means of determining the hit coordinate along the wire

(i.e., φ coordinate) [44, 56,59].

The scintillation counters in the forward region serve the same basic function

as the central counters. The system is composed of three layers of trapezoidal

panels (‘pixels’) arranged in concentric rings in the r � φ plane. Each layer is

mated to a MDT layer and provides the φ hit coordinate required for the track

reconstruction. The pixel segmentation varies from ∆η � ∆φ � 0.12 � 4.50 for

small r, to ∆η�∆φ � 0.07�4.50 for large r 6. Each pixel is composed of a Bicron

404A scintillator plate with a pair of wavelength shifter bars on two sides. The

6The smaller segmentation at large r is due to the nonlinearity of η, the pixels are actually
larger in this region.
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Figure 3.13: An example of a scintillator ‘pixel’ counter. Dimensions are in mm
[44].

bars meet at the corner of the plate and are coupled to a photomultiplier tube (see

Fig. 3.13) [44,56].

3.2.5 Trigger and Data Acquisition

The average collision rate at the Tevatron is � 1.7 MHz7. The bandwidth, storage

and processor time required to manage such a data rate is far greater than we could

realistically achieve. Furthermore, the majority of these collisions are uninteresting

7The minimum crossing time is 396 ns. However the 36 proton/antiproton bunches are ar-
ranged into three super bunches (of 12 bunches each) separated by 2.6 µs, giving an average
collision rate of 1.7 MHz.
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Figure 3.14: Diagram of the D0 L1 and L2 trigger system showing data flow
between the various components [44].

processes such as soft scattering or light flavour creation. In order to pick out the

interesting physics events, we ‘trigger’ the data acquisition system on specific decay

signatures. These events will be recorded and considered further. The analyses

documented herein do not require that any specific trigger be fired; however, most

events are collected by muon triggers.

At D0, we use a three level triggering system (L1-L3). Events passed by the

L1 trigger are passed to the L2 trigger for further consideration. Events accepted

at L2 are then passed to the L3 trigger and, if accepted at L3, are then recorded.

At each successive level, the data rate is further reduced. This allows time for

increasingly complex algorithms in the event analysis at each trigger level. The

most stringent constraints are on the L1 trigger, which must make a decision within
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3.5 µs of the beam crossing and reduce the rate to 2 kHz. The L2 system further

refines the criteria, reducing the rate to 1 kHz. The L3 system is similar to the

offline reconstruction and has an output rate of 50 Hz.

There are three main L1 trigger systems: L1CAL (Calorimeter), L1CTT (Cen-

tral Track Trigger) and L1MUO (Muon) (see Fig. 3.14)8. L1CAL groups hardware

towers into 2� 2 ‘trigger towers’ with dimensions ∆η �∆φ � 0.2� 0.2. The trig-

ger looks for high energy deposits in these towers as well as considering the total

energy deposition in all towers. The Run IIb trigger includes new tower clustering

algorithms for finding jets that deposit energy in several trigger towers [60].

The L1CTT system combines data from the CFT, the CPS and the FPS.

Cluster hits from these systems are used to construct tracks. Isolated and high-pT

tracks are triggered and the track list is provided to the L1MUO system for track

matching. Run IIb includes a new L1CalTrk system that matches L1CTT tracks

to towers in L1CAL for triggering [60].

Most B0
s candidates are triggered by the muon system. The configuration of

the muon drift tubes allows the determination of directional vectors (called ‘stubs’)

in each layer. L1MUO matches the stubs to hits in the tile scintillators. These

candidates are then matched to tracks from L1CTT to form a L1 muon candidate.

In addition, the scintillator hit timing is required to coincide with the beam collision

to reject cosmic rays.

The conditions in the L1 systems can be combined in a variety of ways to

optimize the trigger performance. For example, we can trigger on a single high-

pT muon without a matched track, or we can trigger on a low-pT muon that has

8There is also an L1 trigger for the forward proton detector (L1FPD).
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been matched. These conditions are called ‘trigger terms,’ and are programmed in

custom hardware for each system. There are 256 trigger terms that are combined

in AND-OR combinations to create triggers for specific physics signatures. A

Trigger Framework (TFW) receives the trigger term signals of each system and

performs the logical AND-OR to determine if an event has passed some trigger

condition [44].

The L2 trigger system is similar to the L1 trigger, but implements more so-

phisticated algorithms for reconstructing tracks, jets and leptons. The L2 trigger

includes the L2CAL, L2CTT and L2MUO systems, which function in a similar

fashion as their L1 counterparts. In addition, there are L2PS (PreShower), L2STT

(Silicon Track Trigger) and L2Global systems. The L2Global system receives the

fired L1 triggers and matches these to L2 triggers that must be passed for an accept

to be issued9.

The L3 trigger system is implemented entirely in software and is based on

reconstructed physics objects, rather than signals in the detector subsystems. For

example, there are algorithms for L3 jets, missing energy and electrons, but no

general L3CAL system. Physics objects are analyzed using almost the entirety of

the detector data. More precise tracking algorithms make better determinations

of the momentum and positions of tracks. More precise timing information is used

by the muon system to reject cosmic ray events. Events passing the L3 trigger are

written to tape for storage and later offline processing.

9Note that this means that an L2 trigger cannot be passed if a related L1 trigger did not fire.
For example, if there is no L1MUO trigger, L2MUO will not even be considered.
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3.3 Monte Carlo Tools

The simulation of physics processes is an important part of this analysis. Sim-

ulations of the production, decay and detection of bb̄ events is the only way to

determine many of the input parameters for this work. A variety of software tools

are employed to acquire the simulated data required for these studies.

The bb̄ production process is simulated by Pythia 6.4 [61]. Pythia is an ‘event

generator’ that simulates the strong interactions between the colliding partons in

order to create a bb̄ pair with momentum and rapidity consistent with the process

in question. In addition, it simulates the hadronization process by which the bb̄

pair produce a B0
s and/or other B hadrons. The simulation is potentially very

complicated and involves a large number of hadronization particles (pions and

kaons, mostly) that are produced alongside the B hadrons.

The primary particles (i.e., particles produced directly in the hard scatter of the

pp̄ collision) generated by Pythia are taken as input by the EvtGen event generator

[62]. This is a specialized tool for the simulation of decays of B hadrons. EvtGen

simulates the decay sequences of all particles in the event, correctly modeling

their lifetimes and branching fractions to various requested final states. EvtGen

uses measured branching fractions where possible and uses theoretically predicted

fractions when measurements are not available.

In many cases this is all the simulation that is required. However, it is some-

times necessary to simulate how the detector will respond to the decay process.

Geant is a simulation of how particles interact with matter [63]. A simulation of
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the D0 detector properties (material, geometry etc.) is implemented in Geant10

so that it models how the decay products of the bb̄ event will interact with the

detector material. The response of the detector to the interactions is modelled (for

example, charge deposition in the silicon, showering in the calorimeter, ionization

in the drift tubes, etc.) to generate a simulated data event, in the same format as

the data read out from the D0 detector.

In a real pp̄ collision it is common to have multiple interactions occur simulta-

neously11. These additional events are typically light flavour production or elastic

scattering and are not of interest. They do, however, add background that makes

reconstruction of the interesting events more challenging. To model these under-

lying events in the detector simulation, we overlay ‘minimum bias’ data over the

simulated bb̄ process. The minimum bias events are real data events that are

collected with a non-biasing trigger (i.e., all events are triggered).

The simulated detector response is then processed by the standard D0 event

reconstruction suite (D0Reco) in the same manner as real data. The reconstructed

Monte Carlo (MC) still carries along with it additional ‘truth’ information (i.e.,

the particle type and four momenta) that can be analyzed to compare the detector

response to the real event properties.

10D0 has its own version of Geant with the simulation of the D0 detector called d0gstar (D0
Geant Simulation of the Total Apparatus Response). This is based on Geant 3.

11The total pp̄ cross section at
?
s � 2 TeV is � 80 mb [9] and the instantaneous luminosity

is � 100 µb�1s�1 giving an event rate of � 80 000 s�1. A crossing time of 396 ns means � 3
interactions per crossing.
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Chapter 4

Event Selection

4.1 Overview

Once physics objects have been reconstructed from the raw detector data, can-

didate B0
s events must be selected and isolated from background processes. The

selection criteria must not only be efficient at accepting signal events, but must

also reject or discriminate against background events. There are two categories

of background that we must consider: physics background consisting of specific

decay processes that mimic the B0
s signal and combinatoric background consisting

of misreconstructed decays.

This chapter will describe the signal selection techniques used in these analyses

and also outline the method of identifying mixed decays. This analysis uses a

combination of linear cuts and non-linear selection criteria for signal selection and

background rejection. The linear cuts described in Sec. 4.1.1 serve as a rough filter

to reduce the contribution from decay processes with final-states similar to the
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desired B0
s decay. The non-linear likelihood ratio method described in Sec. 4.1.2

discriminates between B hadrons and the combinatoric background.

4.1.1 Selection Criteria

BX

B0
s

µ+

D−

s

K∗0

K−

K+

π−

νµ
µ−

jet

PV

Opposite Side Reconstruction Side

Figure 4.1: Diagram depicting the decay of the B0
s meson on the ‘reconstruction

side,’ and the semi-muonic (in this example) decay of the other B hadron on the
‘opposite side’ of the primary vertex (PV). The opposite side decay process is used
to determine the initial flavour of the B0

s meson (see Sec. 4.2).

These analyses search for B0
s mesons in the B0

s Ñ D�s µ�νµX decay process

with D�s Ñ K�0K� and K�0 Ñ K�π� (see Fig. 4.1). The final-state particles of

this process (K�K�π�) are used to reconstruct the momentum and trajectories of

the intermediate D�s and K�0 mesons. These, in combination with the final-state

muon, are used to reconstruct the momentum and decay length of the B0
s meson.

The procedure for selecting these events is outlined below.

The clearest signature of a semi-muonic B0
s decay is the muon. As such, we

begin our data sample selection by including all recorded D0 events with at least
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one muon. We require no specific trigger be fired; however, most of the data are

collected by single muon triggers. These triggers typically require a muon have

pT ¡ 3 GeV{c; however, the final reconstructed momentum may be lower.

We require that the reconstructed muon have a hit in the first muon drift tube

layer and a hit in either the second or third layers (or both). These hits are used

to construct a muon ‘stub’ that must be matched to a track in the central tracking

system. To guarantee good momentum resolution, the central track is required to

have at least two hits in the axial SMT strips and the axial CFT layers1. It is

required to have pT ¡ 2 GeV{c and p ¡ 3 GeV{c.
We next look for the three final-state particles from the D�s Ñ K�0K� Ñ

K�π�K� decay. The candidates are assigned kaon and pion masses based on their

charges and momenta, but these not be identified with certainty2 Misidentified

pions (mistaken for kaons) are one of the largest contributions to the background

and will be discussed in detail in Sec. 6.1.1. The candidate (K�
1 ) with the same

charge as the muon is assigned a kaon mass and required to have pT ¡ 0.9 GeV{c.
The remaining kaon is required to have pT ¡ 1.8 GeV{c and the pion pT ¡ 0.5

GeV{c. In the event that both tracks have pT ¡ 1.8 GeV{c, the particle ID is

ambiguous. In this case both mass assignments are considered with one likely to

be ruled out by later cuts. Very occasionally (� 0.2% of events) this ambiguity

remains after all cuts are applied and is resolved by choosing one candidate at

random. If for any other reason an event has two B0
s candidates, one is chosen at

random.

1Only axial strips/layers are used to determine momentum.
2The D0 detector does not have the capacity to distinguish kaons from pions.
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Figure 4.2: Distribution of the KKπ mass (left) and the Kπ mass (right). The
points represent Run IIb data and the histogram is a normalized MC simulation
of the signal events. The bands labeled S, B1 and B2 are regions used to model
the likelihood variable (see Sec. 4.1.2). The mass cuts are indicated by the verti-
cal lines. The background from misidentified pions causes the broadening of the
D�s mass peak.

The remaining criteria are used to control event quality and reject physics

and combinatoric backgrounds. Hadronization pions and kaons from the primary

vertex may give a pseudo-vertex that can be mistaken for a D�s decay vertex.

This contribution can be reduced by imposing an impact parameter3 significance

cut on the final-state particles. We require that the kaons satisfy the condition

pεT {σT q2 � pεL{σLq2 ¡ 4, where εT {εL and σT {σL are the transverse/longitudinal

projections of the impact parameter and its error, respectively. In addition, the

three charged particles are required to form a D�s vertex with a vertex fit χ2   16.

The subsequent B0
s vertex with the D�s candidate and the muon is required to

have a χ2   9.

Mass cuts are used to eliminate combinatoric background and non-resonant

physics background processes. The KKπ system is required to have a mass in

3Unless stated otherwise, the impact parameter is with respect to the primary vertex.
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the interval 1.79   MpK�K�π�q   2.25 GeV{c2, consistent with a D�s meson.

The mass window is considerably wider than the width of the D�s mass peak so

that the wider physics backgrounds will be properly described in the fit to the

D�s mass (see Fig. 4.2). The invariant mass of the K�π� system provides a strong

discriminator against the non-resonant D� Ñ K�π�π� physics background. The

requirement 0.82   MpK�π�q   0.95 GeV{c2, consistent with the K�0 mass,

reduces this background by � 80%. The µ�D�s system is required to have a mass

in the interval 2.6  Mpµ�D�s q   5.4 GeV{c2, consistent with a B0
s meson. Missing

energy from the decays of the B0
s and D�s candidates lead to a broadening of the

B0
s mass distribution (see Sec. 5.4). The cut on Mpµ�D�s q is chosen to accept as

much of the B0
s signal as possible (98.9% efficient).

Decay length significance cuts are used to reduce the contribution from ‘prompt’

background, where the muon originates from the decay of a c or other light quark.

These muons originate close to the primary vertex and when matched with the

D�s candidate yield a B0
s candidate with a very short decay length (hence the

name ‘prompt’). The transverse separation of the D�s vertex from the primary

vertex (dDT , see Fig. 4.3) is required to satisfy the condition dDT {σDT ¡ 4, where

σDT is the uncertainty on the separation (event-by-event). In addition, we require

that the D�s and B0
s trajectories be in the same general direction. Specifically, we

require that the angle αDT between the D�s momentum and the displacement dDT

satisfy the condition cosαDT ¡ 0.9. A similar requirement is applied to the B0
s decay

vertex. We define an angle αBT between the B0
s momentum and the vector from the

primary vertex to the B0
s decay vertex. We require this angle satisfy the condition

cosαBT ¡ 0.95, but only in events with a highly significant B0
s decay length (i.e.,
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Figure 4.3: Diagram showing the transverse projection of the B0
s decay. The

vectors for the B0
s and D�s mesons have been extended beyond their decay vertices

and the primary vertex has been connected with the decay vertices (dashed lines).
The angles subtended between these lines are the angles αDT and αBT . The impact
parameter of the B0

s meson has been exaggerated to make the angle clear.

dBT {σBT ¡ 4). Finally, we require that dDT ¡ dBT , unless the separation between the

B0
s and D�s vertices has a low significance (i.e., dBDT {σBDT   2).

4.1.2 Likelihood Ratio

The likelihood ratio selection is intended to identify B hadrons and reject combi-

natoric background. However, its ability to differentiate B0
s mesons from other B

hadrons is very limited. This technique is based upon properties of B hadrons that

are shared between B0
s and B0 mesons making the distinction very difficult (see

Fig. 4.5). The likelihood ratio is constructed from a series of discriminating vari-

ables (x1, . . . , xn) that have different pdfs for B hadrons (f si pxiq) and background
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(f bi pxiq). These pdfs are used to define a combined b-tagging variable

y � n¹
i�1

f bi pxiq
f si pxiq . (4.1)

The best signal selection can be made by cutting on the tagging variable y   y0,

for some value of y0. Provided the discriminating variables xi are independent, this

cut will provide the best possible selection of the signal [64]. The discriminating

variables are:

• The helicity angle between the D�s and K� meson from the K�0 decay, in

the K�0 rest frame. Because the K�0 is produced in a polarized state, the

K� and π� are produced preferentially along the D�s axis.

• Isolation of the µ�D�s system, defined as Iso � ppµDsq{pppµDsq � °
piq,

where the sum is over all tracks in the cone
a

∆φ2 �∆η2   0.5 around the

µ�D�s direction. The µ�K�K�π� tracks are excluded from the sum.

• Transverse momentum of the K� candidate from the D�s decay.

• Invariant mass of the µ�D�s system.

• χ2 of the D�s vertex fit.

• Invariant mass of the K�π�system.

The functions f si pxiq and f bi pxiq are constructed from a subset of the Run

IIa data (the first 610 pb�1, see Fig. 4.4). Events passing the selection criteria

described in Sec. 4.1.1 are divided into three bands according to the reconstructed
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KKπ mass (see Fig. 4.2):

Signal Band S : 1.92  MpKKπq   2.00 GeV{c2,
Side-Band 1 B1 : 1.75  MpKKπq   1.79 GeV{c2,
Side-Band 2 B2 : 2.13  MpKKπq   2.17 GeV{c2.

Candidates in the two side bands are use to create the f bi pdfs. The signal f si

pdfs are constructed from events in the signal band after subtraction of the nor-

malized f bi distributions. The cut value, y0, is chosen to maximize the signal to

background ratio NS{?NS �NB1 �NB2, where NS, NB1 and NB2 are the number

of candidates in the S, B1 and B2 bands, respectively (background subtracted

in the case of NS). By convention, we define the combined tagging variable as

ctag � � log10 y and make the cut ctag ¡ 0.16. The distribution of this variable

in signal and background is shown in Fig. 4.5. In order to simplify the notation,

we will refer to the ctag parameter as y, with the logarithm implied.

4.2 Flavour Tagging

Of central importance to the B0
s mixing frequency measurement is the ability to

distinguish an oscillated from a non-oscillated B0
s decay. This is important (though

not critical) for the asymmetry measurement as well. A B0
s candidate is considered

to have oscillated if its production flavour (b or b̄) does not match its decay flavour.

The decay flavour can be easily obtained from the charge of the muon from the

B0
s decay. The production flavour cannot be determined directly and must be
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Figure 4.4: Distributions for the discriminating variables for signal (points) and
background (histogram) used in the likelihood ratio: aq helicity angle, bq isolation,
cq pT pK�q, dq the invariant mass of the µDs system, eq the D�s vertex χ2 and fq,
the invariant mass of the K�π� system [1].
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Figure 4.5: The distribution of the ctag variable before any selection cuts (left)
and after the kinematic cuts (right). The vertical line represents the ctag cut.

inferred. Algorithms for determining the production flavour are referred to as

‘flavour taggers’.

There are two classes of flavour-tagging algorithms. Opposite-Side Tagging

(OST) makes use of information from the decay of the B hadron produced from

the other b quark from the primary vertex (recall b{b̄ production, Sec. 1.3). An
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initial B0
s meson (b̄s) must be accompanied on the opposite-side of the detector

by some b hadron, while a B̄0
s meson (bs̄) must be accompanied by a b̄ hadron.

This method has the advantage of being completely independent of the B meson

we are attempting to tag, since it is determined entirely from the opposite-side

decay. Another method, called Same-Side Tagging (SST), makes use of the other

hadronization particles from the primary vertex that accompany the B meson. A

B̄0
s meson (bs̄), for example, will be produced with a ‘spare’ s quark, which is likely

to produce a K� or K̄0 meson. Similarly, a B0
s meson (b̄s) will be produced with

a leftover s̄, producing a K� or K0 meson. In the case of the charged kaon, the

charge tells us the initial-state flavour of the B0
s meson.

The performance of a tagger is measured by its efficiency to make a flavour

tag and the efficiency to make a correct flavour tag from the tagged events (called

tagging purity). The tagging efficiency is ε � Ntagged{Ntotal, and the tagging purity

is defined as η � Ncorrect{Ntagged, where Ncorrect, Ntagged and Ntotal are the number

of correctly tagged events, the number of tagged events and the total number of

reconstructed B candidates, respectively. The dilution (D) is then defined as the

asymmetry between the number of correctly and incorrectly tagged events:

D � Ncorrect �Nincorrect

Ncorrect �Nincorrect

� 2η � 1. (4.2)

The dilution quantifies the relative performance of the tagger, but does not ac-

count for the tagging efficiency. The ‘tagging power’ (εD2) measures the overall

performance of the tagger. The dilution (and power) can be measured in some

calibration data where we know the correct tag and used to predict the accuracy

79



when the tagger is applied to some other data. We also define a parameter that

quantifies the confidence in the tag on an event-by-event basis. We call this pa-

rameter the predicted dilution and denote it dpr. The precise definition of this

parameter depends on the tagging algorithm. The calibration data are used to

determine D in bins of the predicted dilution. In this context, dpr is a variable

returned by the tagging algorithm that predicts the tagging accuracy for a given

event and D is the calibrated accuracy of the tagging algorithm. In general, the

dependence of D on the parameter dpr is not linear.

These tagging algorithms have been developed elsewhere [65] and are described

below. In this work we will only make use of the OST method. The SST tech-

nique is problematic in this analysis due to the large background from charged

B� meson decays where the charge-flavour correlation is opposite. The ‘spare’ ū

quark from the B� meson (b̄u) decay produces a π� or π0. The SST algorithm

would incorrectly tag this as a b hadron. This background cannot be completely

separated from the B0
s signal and will give an false B0

s oscillation signal.

4.2.1 Opposite-Side Tagging

The OST algorithms look at the charge of the objects on the opposite-side of the

detector from the B hadron we are reconstructing. The muon tagger looks for a

muon where the angle between the directions of the muon and the B candidate

satisfy the condition cosφBµ   0.8. The muon jet charge (Qµ
J) is then defined using

all tracks within a cone around the muon (
ap∆φq2 � p∆ηq2   0.5). We define

an electron tagger in a similar manner using an electron jet charge (Qe
J). In both
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cases, the jet charge is defined as

Q
µ{e
J �

°
i q
ipiT°

i p
i
T

, (4.3)

where the sum is over all tracks within a cone around (and including) the muon/electron

with
ap∆φq2 � p∆ηq2   0.5. Tracks from the reconstructed B candidate are ex-

cluded. The muon and electron taggers are the highest performing OST taggers4,

but are restricted to semileptonic decays and hence suffer from a low tagging effi-

ciency [65].

Opposite-side hadronic decays lack a muon or electron and therefore require

some limited reconstruction in order to make a tag. A secondary vertex associated

with the decay of the opposite-side B hadron is sought from tracks with a transverse

impact parameter significance εT {σεT ¡ 3. The transverse distance (dT ) of this

vertex from the primary vertex is required to have a significance dT {σdT
¡ 4. The

vertex momentum ~pSV is defined as the vector sum of the momenta of all tracks

included in the vertex. If the angle between this momentum and the momentum

of the B candidate satisfies cosφBSV   0.8, then the vertex will be considered in

the tagger. A secondary vertex charge (QSV ) is then defined from all daughters of

the vertex:

QSV �
°
ipqipi1Lqk°
i p

i1
L

, (4.4)

where pi1L is the longitudinal momentum of the ith particle with respect to ~pSV [65].

The value k � 0.6 is taken from previous studies at LEP [66].

The final tagger is the event-charge tagger, which makes use of all tracks with

4That is, they have the highest dilution D.
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momentum 0.5   pT   50 GeV{c and satisfying cosφBi   0.8. The event charge is

defined as

QEV �
°
i q
ipiT°

i p
i
T

. (4.5)

The tagging variables Qµ
J , Q

e
J , QSV , and QEV are used as discriminating vari-

ables in a likelihood ratio to construct a combined tagger. The combined tagging

variable r is defined as

r � 4¹
i�1

ri, ri � f b̄i pQiq
f bi pQiq , (4.6)

where f
b{b̄
i pQiq is the pdf for the ith charge variable given a reconstruction side b{b̄

quark. These pdfs are measured in a sample of B� Ñ µ�νµD̄0X decays. The B�

meson does not mix and the OST is not correlated to the reconstruction-side B

hadron, so this sample may be used to determine the OST pdfs without the flavour

ambiguity associated with mixed decays. Distributions for each tagging variable

(jet charge, SV charge and event charge) are shown in Fig. 4.6 and the distribution

for the combined tagging variable is shown in Fig. 4.7.

Only the most relevant taggers are used for a given event to construct r. An

event with an opposite-side muon will use the muon and secondary-vertex tag-

gers, but not the electron or event-charge taggers (ri for these taggers is set to

1). Similarly, an event with an electron, but no muon, will use the electron and

secondary-vertex taggers. An event with neither a muon nor an electron will use

the secondary-vertex tagger and the event-charge tagger, provided a secondary

vertex exists. An event with no identified secondary vertex will not be tagged.

An event with r ¡ 1 is likely to have an initial b̄ quark on the reconstruction side

and an event with r   1 is likely to have an initial b quark on the reconstruction

82



DØ RunII  Preliminary

0

1000

-1 -0.5 0 0.5 1
Muon jet charge

NSEG = 3a

q(brec) < 0
q(brec) > 0

0

500

-1 -0.5 0 0.5 1
Muon jet charge

NSEG < 3b

0

250

-1 -0.5 0 0.5 1
Electron jet charge

c

DØ RunII  Preliminary

0

200

-1 -0.5 0 0.5 1
SV charge

a events with muon
q(brec) < 0
q(brec) > 0

0

1000

-1 -0.5 0 0.5 1
SV charge

b events without muon

0

2000

-1 -0.5 0 0.5 1
Event charge

c

Figure 4.6: Distributions for the tagging variables Qµ
J (plots aq and bq on the left),

Qe
J (plot cq on the left), QSV (plots aq and bq on the right) and QEV (plot cq on

the right). In the Qµ
J plots, NSEG� 3 designates a muon with a hit in the A

and either the B or C layers of the muon system. NSEG  3 indicates a lower
quality muon [67]. In all cases, a charge greater than zero indicates a b quark
on the reconstruction side and a charge less than zero indicates a b̄ quark on the
reconstruction side.
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Figure 4.7: Distribution of the combined tagging variable dpr.

side. It is convenient to define a linear combined tagging variable, which we identify

as the predicted dilution dpr:

dpr � 1� r
1� r . (4.7)

By definition, the variable dpr is defined in the interval r�1, 1s. An event with

dpr ¡ 0 is tagged as an initial b quark and an event with dpr   0 is tagged as an

initial b̄ quark. A larger magnitude |dpr| corresponds to a higher tagging purity

(or confidence).

The tagging algorithm returns a value for the predicted dilution (dpr). This

must be converted into a calibrated dilution value that represents our actual confi-

dence in the flavour tagging. For example, the calibrated dilution accounts for the

possibility that there was a flavour oscillation in both B hadrons (Dpdprq does not

reach 1). To determine the calibration of the measured dilution (D) as a function
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Figure 4.8: Dilution calibration function from B0
d Ñ µ�νµD��X data. The high-

lighted area represents the �1σ error bound.

of the predicted dilution (dpr), we use B0
d Ñ µ�νµD��X decays. Events are di-

vided into bins in dpr and the measured dilution and mixing frequency (∆md) are

fitted in a manner similar to the amplitude fitting method described in Sec. 7.1.

The binned D is then fitted to a cubic function (see Fig. 4.8):

Dpdprq �
$'&'% 0.457|dpr| � 2.349|dpr|2 � 2.498|dpr|3 dpr   0.6

0.6 dpr ¥ 0.6
. (4.8)
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Chapter 5

Input Parameters and Functions

A variety of parameters and their associated pdfs are required in order to properly

account for detector effects. In addition, these parameters provide some discrim-

inating power against the combinatoric background. Many of these parameters

have been introduced in Chap. 2, and are explained in the following sections.

Their application to the analysis are detailed in Chap. 6.

5.1 Measured pdfs

The behaviour of the ‘nuisance’ parameters, dpr, σxM and y, in the signal (or

physics background) differs from that in the combinatoric background. By in-

cluding separate signal and background pdfs for these variables we can improve

the separation of the signal and background. Distributions for each of the pa-

rameters are measured in the MpKKπq signal band (1.91   MpKKπq   2.01

GeV{c2) and separately in the side bands (1.79   MpKKπq   1.84 GeV{c2 and
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2.08   MpKKπq   2.13 GeV{c2). The distributions from the two side bands are

summed to give the pdfs for the combinatoric background. The summed side band

distributions are subtracted from the signal band distributions for each parameter.

These background-subtracted distributions are the signal pdfs for each parameter.

To ensure good statistics, the distributions from the untagged sample are used

for the tagged data1. The signal pdfs (P
dpr

Signal and P
σ

xM

Signal) are used to model the

physics background as well. The background pdfs (P
dpr

Bkgnd and P
σ

xM

Bkgnd) are used to

model the combinatoric background.

Because the selection variable is dependent on the kinematic variables and the

vertex quality, its distribution will be different in long-lived and short-lived (i.e.,

prompt) decays. The distribution for the prompt decays is generated in the manner

described above, but using only events with negative decay length pxM   0.0q cm 2.

Similarly, the distribution for the long-lived decays is generated using only events

with xM ¡ 0.03 cm. The intermediate lifetime region is composed of a mixture of

long- and short-lived particles and is not used for these distributions. Four distri-

butions are generated, each modelling the selection variable (y) in some part of the

data: the long-lived contributions to the signal (P y,long
Signal), the prompt contribution

to the signal (P y,prompt
Signal ), the long-lived contribution to the background (P y,long

Bkgnd)

and the prompt contribution to the background (P y,prompt
Bkgnd ). The distributions for

the nuisance parameters for Run IIa and Run IIb are shown in Fig. 5.1 and 5.2,

respectively.

1The opposite-side tag is independent of the reconstruction-side parameters, so there is no
expected difference in the tagged/untagged distributions.

2Due to the detector resolution, it is possible to have a negative lifetime, where the B0
s decay

vertex is ‘behind’ the primary vertex. In this case the direction from the PV to the B0
s decay

vertex is opposite the direction of the B0
s momentum.
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Figure 5.1: Distributions for the nuisance parameters, dpr (top left), σxM (top right)
and y (bottom) in Run IIa data. The dpr and σxM plots show the distributions
for the signal (circles) and background (triangles). The parameter y is determined
separately in long-lived events (circles) and prompt events (triangles); the scale for
the prompt events is on the right vertical axis.

5.2 Resolution Scale Factor

The uncertainty on the decay length is estimated by the vertex fitting procedure.

A resolution scale factor (SF ) is introduced to take into account a possible bias.

The scale factor multiplies the uncertainty returned by the vertex fit to better

represent the detector lifetime resolution. The SF is determined on an event-by-

event basis, based on the distribution of hits in the silicon vertex detectors. The

details of this procedure are given in Ref. [68]. A global scale factor to be applied
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Figure 5.2: Distributions for the nuisance parameters, dpr (top left), σxM (top right)
and y (bottom) in Run IIb data. The dpr and σxM plots show the distributions
for the signal (circles) and background (triangles). The parameter y is determined
separately in long-lived events (circles) and prompt events (triangles); the scale for
the prompt events is on the right vertical axis.

equally to all events is also considered.

The global scale factor tunes the event-by-event scale factor to the data. The

event by event scale factor can be verified with J{ψ Ñ µ�µ� decays. The J{ψ me-

son decays almost instantly to a µ�µ� pair, which can be accurately reconstructed.

The vertex of the J{ψ will coincide with the primary vertex and any deviation from

this will provide a measure of the vertex resolution. We plot the pull distribution

of the J{ψ vertex with respect to the primary vertex3 and fit the negative side to

3The pull is the ratio of the decay length its uncertainty σxM .
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Figure 5.3: J/ψ Pull distribution for the Run IIb data with the fit to the negative
side shown. A similar distribution is used for the Run IIa data.

a double Gaussian function. The widths of the Gaussians give the required scaling

of the decay length uncertainty to correctly describe the detector resolution (see

Fig. 5.3). The positive side of the pull distribution is ignored as it is biased towards

larger values due to J{ψ mesons from real B meson decays. The Run IIa/IIb scale

factors are s1 � 1.79�0.11/1.657�0.023 with fraction 0.772�0.043/0.804�0.008

and s2 � 0.957� 0.022/0.845� 0.004 for the remainder.

5.3 Sample Composition

There are a number of D�s decays that resemble the D�s Ñ K�0K� decay that we

are interested in. Furthermore, there are decays of B0 and B� mesons that include

a D�s meson; these events will end up in the D�s signal as B0
s candidates. These

sources have different mixing and asymmetry behaviour and must be modelled
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separately. For example, some of these sources have the muon originating from

an intermediate D meson, or the Ds meson decaying from an excited D��s . These

variations of the direct decay lead to different tagging behaviour and/or higher

missing energy. These effects must be modelled. For the sample composition of

the µDs signal, the following sources are considered:

• B0
s Ñ D�s µ�νµX

• B0
s Ñ D��s µ�νµX; D��s Ñ D�s X

• B0
s Ñ D��s0 µ�νµX; D��s0 Ñ D�s X

• B0
s Ñ D��s1 µ�νµX; D��s1 Ñ D�s X

• B0
s Ñ D�s τ�ντX; τ� Ñ µ�ν̄τνµ

• B0
s Ñ D�s D�s X; D�s Ñ µ�X

• B0
s Ñ D�s DX; D Ñ µ�X

• B0
s Ñ D�s DX; D Ñ µ�X

• B� Ñ D�s DX; D Ñ µ�X

• B0 Ñ D�s DX; D Ñ µ�X

The latest PDG values [9] are used to determine the branching fractions of the

decays listed above. When PDG values are not available, HFAG [39] or EvtGen [62]

values are used4. The exclusive branching fractions for semileptonic B0
s decays to

4HFAG values are used when new results are not yet published in the PDG (for example,
Br(B0

s Ñ D�s D�s X)). EvtGen values are used when no measurement exists, these are theoreti-
cally expected values.
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D��s , D��s0 and D��s1 are not measured; instead they are calculated from those for

similar decays of B0 mesons assuming the spectator model. Branching fractions

that contribute to the processes listed above are given in Appendix B. These

fractions are multiplied to determine the relative fractions for each source.

µDs Source Run IIa p%q Run IIb p%q
B0
s Ñ D�s µ�νµX 23.03� 7.07 23.96� 7.27

B0
s Ñ D��s µ�νµX 60.35� 18.33 59.32� 18.02

B0
s Ñ D��s0 µ�νµX 1.79� 0.54 1.47� 0.44

B0
s Ñ D��s1 µ�νµX 3.01� 0.91 3.26� 0.99

B0
s Ñ D�s τ�ντX 0.26� 0.08 0.23� 0.07

B0
s Ñ D�s D�s X 2.53� 0.91 2.44� 0.88

B0
s Ñ D�s DX 0.27� 0.13 0.31� 0.15

B0
s Ñ D�s DX 0.28� 0.14 0.28� 0.14

B� Ñ D�s DX 2.84� 0.52 3.18� 0.59
B0 Ñ D�s DX 5.32� 1.09 5.59� 1.13

Table 5.1: Average sample composition of the µDs signal in the entire mass interval
for Run IIa and Run IIb.

The relative contribution of each source varies with the reconstructed mass of

the B0
s candidate (i.e., the µDs mass). For example, an event with a high µDs

mass is more likely to originate from a direct B0
s Ñ µ�νµD�s decay, rather than

involving an intermediate D��s state that will include additional sources of missing

energy. A more accurate model can be obtained by binning the sample composition

by µDs mass. MC for each source is used to predict the relative event yield in bins

of µDs mass. This is used to scale the total fraction for each source, requiring the

total fraction of all sources be 100% in each mass bin. The fraction for source i in

mass bin j (F i
j) is given by

F i
j � f ij � F i°

ipf ij � F iq , (5.1)
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where f ij is the fraction of MC events from source i that fall into mass bin j,

and F i is the overall (unbinned) contribution of source i (from Table. 5.1). f ij is

determined with the selection cuts simulated in MC. In addition, f ij includes a

model of the muon trigger efficiency dependence on muon pT (see Sec. 5.4). The

binned sample composition is given in Table 5.2 for Run IIa and in Table 5.3 for

Run IIb.

To determine the uncertainties, we add in quadrature the uncertainties on

branching fractions that go into each mode. The MC statistical uncertainty was

not taken into account. The systematic uncertainty associated with the sample

composition is obtained by changing individual branching fractions one at a time

and recomputing the entire sample composition table.

5.4 K Factor

The B0
s decay includes an undetected neutrino and possibly other undetected or

unreconstructed particles. To account for this missing energy, the momentum of

the B0
s meson (and hence its lifetime) is corrected by a scaling factor,

K � pµDs

T

pBs
T

. (5.2)

This definition requires knowledge of the true B0
s momentum and so we use sim-

ulated data to acquire a pdf of the K factor. The K factor pdf is determined

independently for each source listed in Sec. 5.3 as well as for the D� and Λ�c reflec-

tions. Insufficient MC was available to model the K factor in the D� Ñ K�K�0
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Figure 5.4: Scatter plot of the K factor plotted against the µDs invariant mass.
Plotted from B0

s Ñ D�s µ�νµX MC.

channel and the combinatoric background; these sources instead use a fixed value.

The D� Ñ K�K�0 source uses K � 0.81 determined from the average of the small

MC sample available and the combinatoric background uses K � 1.0. The aver-

age lifetime of the combinatoric background is fitted to account for any missing

momentum inconsistent with the fixed K factor assumption.

Events with an invariant µDs mass close to the actual B0
s mass (5.37 GeV{c2)

are expected to have less missing energy than events with a much lower mass. As

such, we expect that the K factor distribution will depend on the reconstructed

µDs mass. Events with a smaller mass are more likely to have a larger amount of

missing energy and hence a widerK factor pdf. Conversely, events with a high mass

are more likely to have a small amount of missing energy and will have a narrow

K factor distribution. The K factor distribution is integrated when included in

the lifetime pdf. The width of the distribution gives an effective uncertainty in

the VPDL. A smaller width in the distribution will result in a smaller effective
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Figure 5.5: The solid and dashed lines show the efficiency of the muon triggers in
Run IIa and Run IIb, respectively.

uncertainty, and hence a better measurement. The dependence of the K factor

distribution on the µDs mass is demonstrated in Fig. 5.4. To account for the mass

dependence, the MC samples are divided into ten mass bins in the same manner

as described in Sec. 5.3. The K factor distribution is determined in each bin for

each source.

We model the muon trigger efficiency in the K factor as well. The trigger

efficiency has a dependence on the muon pT . The trigger efficiency is determined

by comparing the momentum spectrum of muons in the single muon sample with

the spectrum from a sample of events unbiased with respect to the trigger (that

is, every event is triggered). The single muon sample includes triggered muons,

while the minimum bias sample also includes muons that did not fire a trigger.

The normalized ratio of their muon pT spectra will give the trigger efficiency as

a function of pT . The normalization assumes that the trigger is 100% efficient

for muons with pT ¡ 6 GeV{c. This procedure is described in detail in Ref. [69,

70]. The resultant efficiency curves are shown in Fig. 5.5. The trigger efficiency
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difference between Run IIa and Run IIb is the only difference between the K

factor pdfs for these two data sets. Examples of K factor distributions are shown

in Figs. 5.6, 5.7 and 5.8. These distributions are convoluted with the lifetime

pdf (see Eqn. 6.22) and represent an asymmetric uncertainty on the lifetime of the

B0
s candidate (xM). As expected, the events with high Dsµ mass have a narrower

K factor distribution and hence a better determination of the B0
s lifetime.

5.5 Selection Efficiency

The selection criteria listed in Sec. 4.1 are dependent on the lifetime of the B0
s me-

son. The impact parameter significance criteria, for example, are less likely to be

satisfied for short-lived B0
s candidates. This results in a lower efficiency for recon-

structing short-lived candidates. This inefficiency must be accounted for in the

modeling of the B0
s lifetime distribution.

The selection cuts are simulated in MC samples for each of the signal sources

and in the physics background sources. The selection efficiency is determined in

bins of the B0
s candidate lifetime, where the efficiency is defined as the ratio of

the number of MC events passing the selection cuts to the number of MC events

in that lifetime bin. In order to determine analytically the convolution integral

(Eqn. 6.22), we require an analytic function for the efficiency. The function chosen

for this has the following form:

EffpxMq � p0 � �1� �
p2 � p3 � xM � p4pxMq2 � p5pxMq3� � expp�pxMq2{p1q� .

(5.3)
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Figure 5.6: K factor distributions in ten mass bins for the B0
s Ñ D�s µ�νµX source.
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Figure 5.7: K factor distributions in ten mass bins for the B0
s Ñ D��s1 µ�νµX source.
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Figure 5.8: K factor distributions in ten mass bins for the B0 Ñ D�s DX source.

101



The binned efficiency is determined from MC simulations of each source and fitted

to Eqn. 5.3. The results are shown in Figs. 5.9, 5.10 and 5.11. Parameter p5 is

characterized by a very large uncertainty because it is constrained primarily by the

negative VPDL region with poor statistics. The same is true (to a lesser extent)

for the parameter p4. A lack of simulated inclusive bb̄ MC prevents the efficiency

from being determined in the combinatoric background. Instead, the efficiency is

fitted directly to the data (see Sec. 6.3).

5.6 Background Asymmetries

In addition to the asymmetries associated with the signal (asfs) and backgrounds

(adfsand abkg), there are asymmetries associated with the detector that must be

described. The detector itself is not symmetric, due primarily to the toroid field

in the muon spectrometer. These effects are constant in time and uniform over all

sources, making them relatively easy to isolate in a time-dependent analysis.

Being made of matter, the detector response to particles and antiparticles is

also slightly asymmetric. K� mesons interact with nucleons to produce hyperons5,

however, these reactions do not occur for the K� meson. As a result, the K� has

a shorter average track length and hence a lower detection efficiency than the

K� meson. These sources of asymmetry are described in detail below.

5A hyperon is a baryon with one or more strange quarks but no charm or bottom, that is,
the Λ, Σ, Ξ and the Ω� baryons.
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Figure 5.9: Selection efficiency in B0
s Ñ D�s µ�νµX decays, including D��s modes

(top), B0
s Ñ D�s D�s X (middle) and B0

s Ñ D�s DX (bottom). Plots for Run IIa are
on the left and Run IIb plots are on the right.
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Figure 5.10: Selection efficiency in B0
s Ñ D�s DX (top), B� Ñ D�s DX (middle)

and B0 Ñ D�s DX (bottom). Plots for Run IIa are on the left and Run IIb plots
are on the right.
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Figure 5.11: Selection efficiency in D� Ñ K�π�K� (top), D� Ñ K�π�π� (mid-
dle) and Λ�c Ñ p̄K�π� (bottom). Plots for Run IIa are on the left and Run IIb
plots are on the right.
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5.6.1 Detector Asymmetries

To determine the detector asymmetries we consider all independent variables that

will not be conserved by a CP transformation. We model all possible asymme-

tries that are dependent on these variables. The procedure outlined here has been

developed in a previous D0 analysis [27]. There are three relevant variables: the

toroid polarity (β), the sign of the muon pseudorapidity (γµ) and the final-state

flavour tag (qµ). These variables are combined to give three single variable asym-

metries, three double-variable asymmetries and a single triple-variable asymmetry.

The asymmetries and their origins are listed below:

• Aqµ : The charge asymmetry, represented by asfs, a
d
fs and abkg. This is the

measured asymmetry and is not considered as a detector asymmetry.

• Aβ : The toroid asymmetry, measured directly as the fraction of data col-

lected with �{� toroid polarity.

• Aγµ : The geometric detector asymmetry due to potential differences in the

north/south sides of the detector. This asymmetry is denoted Adet.

• Aqµγµ : The Forward-Backward asymmetry related to the proton-antiproton

beam directions. Positive/Negative charge particles tend to go in the pro-

ton/antiproton direction. This asymmetry is denoted Afb.

• Aqµβ : Accounts for possible changes to efficiency when the toroid polarity is

reversed. This asymmetry is expected to be zero.

• Aβγµ : Accounts for a possible forward-backward asymmetry related to the

toroid polarity. This asymmetry is expected to be zero.
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Figure 5.12: Schematic representation of how muons bend in the toroid field.

• Aqµβγµ : The Range-Out asymmetry due to different detection efficiency for

muons in the toroid bending toward/away from the beam axis. Denoted Aro,

this asymmetry is discussed in greater detail below.

All of these detector asymmetries are expected to be small, or in some cases, zero.

The one exception is the range-out asymmetry, which is expected to be large. This

asymmetry is caused by muons passing through the corners of the muon system

where the forward toroid meets the central toroid. The change in the configuration

of the PDTs and scintillator counters in this region (see Fig. 3.2) gives a reduction

in the detection efficiency. A muon that bends in the toroid towards this region will

have a lower probability of being detected compared to a muon that bends away.

On one side of the detector a muon will bend towards the beam axis, while on the

other side a muon of the same charge will bend away. This is shown schematically

in Fig. 5.12. The result is a bias for detecting positive or negative charge muons
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on one side of the detector or the other. This causes an asymmetry in the muon

acceptance that depends on the muon charge and toroid polarity. Positive muons

will be favoured in (for example) the forward direction, while negative muon are

favoured in the backward direction. This behaviour will be reversed when the

toroid polarity changes.

To model the detector asymmetries, we determine the net detector asymmetry

for each event, given by Eqn. 5.4.

Anet � p1� βAβqp1� γµAdetqp1� qµγµAfbq�
p1� qµβAqµβqp1� βγµAβγµqp1� qµβγµAroq. (5.4)

The net asymmetry scales the total likelihood from Eqn. 2.4. The values of each

detector asymmetry are fitted to the data simultaneously with the signal asymme-

tries.

5.6.2 Kaon Asymmetry

The kaon asymmetry is dependent on the kaon momentum. Slower kaons are more

likely to interact with a nucleon and so have a higher asymmetry. This dependence

has been measured elsewhere [71,72] and is shown in Fig. 5.13.

We must account for both kaons in the pK�π�qK� final-state, and account

for their momentum. The pdf for the µDs sources is scaled by the asymmetry for

these two kaons. For the µD� and µΛ�c reflections there is only one kaon giving
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Figure 5.13: The kaon asymmetry as a function of kaon momentum.

an asymmetry. The relations for these corrections are given in Eqn. 5.5:

PµD�s Ñ PµD�s p1� AKppK�qqp1� AKppK�qq,
PD�pKKπq Ñ PD�pKKπqp1� AKppK�qqp1� AKppK�qq,
PD�pKππq Ñ PD�pKππqp1� AKppK�qq,
PΛ�c pKpπq Ñ PΛ�c pKpπqp1� AKppK�qq. (5.5)
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Chapter 6

Mass and Lifetime Functions

Of the various input parameters and functions to the total likelihood function, the

most important are the pdfs for the mass of the D�s candidate and the lifetime of

the B0
s candidate. The D�s mass is the primary means of discriminating B0

s mesons

from B0 and other hadrons. The B0
s lifetime distribution is where we will observe

the flavour oscillations and the time dependence of the charge asymmetry. The

lifetime behaviour of background sources must be understood before we can hope

to observe the B0
s signal oscillations (or the asymmetry in the oscillation). This

chapter will describe these functions and the fitting procedure.

6.1 Fit to the D�
s Mass

The primary means of distinguishing the various physics backgrounds from the

B0
s signal is the invariant mass of the KKπ system. By fitting the mass distri-

bution we obtain mass pdfs, which are used to weight events as either signal or
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background. Additionally, the fit provides the number of signal, physics back-

ground and combinatoric background candidates, which are used to determine

the fractional contribution from each source. These fractions are important for

properly normalizing the pdf for each source. The physics backgrounds include

‘reflection’ sources where a particle is misidentified as a kaon. The difference in

mass for the misidentified particle introduces a shift in the reconstructed D�s mass.

For example, misidentifying a pion (Mπ � 139.6 MeV{c2) as a kaon (MK � 493.7

MeV{c2) shifts the reconstructed D�s mass to a higher value. Five KKπ sources

are considered:

• D�s Ñ K�0K� signal with fraction Frsig.

• D� Ñ K�π�π� reflection, where a π� is mistaken for a K�. This includes

primarily the resonant decay D� Ñ K�0pK�π�qπ�, but also includes some

contribution from non-resonant D� Ñ K�π�π�. This source has a fraction

FrDr.

• Λ�c Ñ p̄K�π� reflection, where the p̄ is mistaken for a K�. This includes

both the resonant Λ�c Ñ p̄K�0pK�π�q decay and non-resonant contributions.

This source has a fraction FrLr.

• D� Ñ K�0K� with fraction FrDp.

• Combinatoric background with fraction (1� Frsig � FrDr � FrLr � FrDp).
The mass pdfs for the signal and physics backgrounds are each described by a

Gaussian function whose mean and width will be determined by the fit. The
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reflection sources (D� and Λ�c ) must be treated differently to account for the shift

in mass. This procedure is described below.

6.1.1 Mass Reflection

The energy of a particle is determined by its momentum and the mass it is assigned

(E � a
P 2 �M2

ID). We have no means of differentiating kaons and pions and so

we must simply assign the track a kaon mass and take into account the contribution

from pions (reflections). The reflection sources are modelled by Gaussian functions,

whose means are a function of the momenta of the three final-state particles. The

mean is shifted from the true mass due to a higher or lower mass assignment to the

misidentified particle. We can predict the extent of the KKπ mass shift from the

final-state momenta and the difference between the true particle mass and the kaon

mass. The D� reflection has a pion assigned the kaon mass, giving a positive mass

shift. The Λ�c reflection has a proton assigned the kaon mass, giving a negative

mass shift. With these corrections, we can then fit to the true D� and Λ�c mass.

The invariant mass of the Kππ or Kpπ system, assuming the KKπ hypothesis,

is given by the following expression:

M2
KKπ � pEK � Eπ � EK

π{p̄q2 � pPK � Pπ � Pπ{p̄q2,
M2

KKπ � M2
D�{Λ�c �

�
1� 2

pEK � EπqpEK
π{p̄ � Eπ{p̄q

M2
K �M2

π{p̄

��
M2

K �M2
π{p̄

�
, (6.1)

where EK
π{p̄ is the energy of the misidentified π or p̄ when assigned the kaon mass

and Eπ{p̄ is the energy with the correct mass assignment. MD�{Λ�c is the recon-

structed mass with the correct particle identification in the Kππ and Kpπ case.
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This is the mass distribution that will be fitted as a Gaussian function. We then

define a pair of reflection variables (RD� and RΛ�c ) to simplify the transformation

between the two mass hypotheses. The reflection variables are defined in terms of

the momentum of the KKπ candidates (via the energy):

RD�{Λ�c �
pEK � EπqpEK

π{p̄ � Eπ{p̄q
M2

K �M2
π{p̄

. (6.2)

The corrected mass is then defined as

M2
D� �M2

KKπ � p1� 2RD�q pM2
K �M2

πq ,
M2

Λ�c �M2
KKπ � �

1� 2RΛ�c
� �
M2

K �M2
p̄

�
. (6.3)

The corrected mass (MD�{Λ�c ) has a Gaussian distribution, which is fitted for the

central value and width. The mass range 1.79  MpKKπq   2.25 GeV{c2 is used

for the fit, which is wide enough to include the KKπ Gaussian and most of the

distorted pdf for the reflections.

6.1.2 Signal Fraction

The fraction of signal (or physics background) and combinatoric background is re-

lated to the energy scale of the decay (i.e., the total momentum). It is convenient

to parametrize the fraction of each source using the D� reflection variable (which

we will call R), which is a function of the momentum of all three final-state parti-

cles. The fraction of the signal and physics backgrounds will then be determined
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event-by-event. The fraction of source j for event i is given by

f ji � CpRqf j0N j
i , CpRq � 1� p0R � p1R

2. (6.4)

The function CpRq parametrizes the base fraction f j0 . N j
i adjusts the normalization

to account for any portion of the mass pdf that falls outside of the mass interval:

N j
i �

» 2.25

1.79

dMPm
i,jpmq, (6.5)

where Pm
i,jpmq is the Gaussian for the source j for the event i (only the reflection

variables depend on i). The parameters f j0 , p0 and p1 are determined from the fit.

6.1.3 Combinatoric Background

The mass pdf for the combinatoric background is modelled by an exponential

function with a decay constant that is parametrized by the D� reflection variable

R:

P bkg
i pMq � 1

Nbkg

exp

�
� M

M0pRq


, (6.6)

where Nbkg normalizes the function in the mass interval. The parametrization is

given by the function

M0pRq � p2p1.0� p3R � p4R
2 � p5R

3 � p6R
4q, (6.7)

where the parameters p2 � p6 are determined from the fit. The background shape

is distorted for small R due to the threshold of the kinematic cuts (in Sec. 4.1.1)
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and cannot be modelled by an exponential. We remove this distortion by cutting

on the reflection variable, R ¡ 0.22. This is demonstrated in Fig. 6.1.
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Figure 6.1: An example (Run IIb) MpKKπq distribution before kinematic cuts
for R   0.22 (left) and R ¡ 0.22 (right). The dashed line shows events with track
charges inconsistent with a B0

s meson (i.e., µ�K�K�π�). The solid line shows
events with the correct charge combination.

6.1.4 Fit and Results

The total log likelihood function to be minimized is given by

L � �2
i̧

ln

�
j̧

f ji P
m
i,jpmiq �

�
1�

j̧

f ji

�
P bkg
i pMiq

�
. (6.8)

Fits are performed separately for the tagged and untagged data samples. The

results are tabulated in Tables 6.1 - 6.4. The number of candidates in each channel

is determined by averaging the fractions f ji over all events and multiplying by

the sample size. These values are not used any further in the analysis, but are

illustrative of the statistics involved (see Table 6.4). Plots of the KKπ mass

distribution are shown in Figs. 6.2 and 6.3.
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Figure 6.2: MpKKπq distribution in the tagged data sample in Run IIa (left) and
Run IIb (right).
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Figure 6.3: MpKKπq distribution in the untagged data sample in Run IIa (left)
and Run IIb (right).

6.2 B0
s Lifetime pdf

The B0
s lifetime (or decay length) pdf is the cornerstone of this work. All of the

physics we are seeking to measure is described by this function and its fit. The joint

probability density function P xM pxM , y;σxM , dprq for the signal and physics back-

grounds is separated into two components to better model the prompt background

that contaminates these sources. These are the same prompt decays described in

Sec. 4.1.1. As previously discussed, these events have the D�s candidate matched
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Channel Mass (GeV{c2) Width (MeV{c2) f0

D�s Ñ K�0K� 1.9661� 0.0014 23.7� 1.4 0.0394� 0.0046
D� Ñ K�π�π� 1.8625� 0.0005 25.2� 0.6 0.1170� 0.0124
D� Ñ K�0K� 1.8711� 0.0021 12.9� 1.9 0.0085� 0.0016
Λ�c Ñ p̄K�π� 2.2781� 0.0018 20.6� 1.9 0.0197� 0.0286
D�s Ñ K�0K� 1.9647� 0.0009 23.4� 0.9 0.0440� 0.0018
D� Ñ K�π�π� 1.8639� 0.0004 24.2� 0.4 0.1245� 0.0022
D� Ñ K�0K� 1.8681� 0.0026 20.8� 3.1 0.0119� 0.0019
Λ�c Ñ p̄K�π� 2.2818� 0.0016 18.8� 2.4 0.0205� 0.0015

Table 6.1: Mass parameters from the fit to the tagged data. The top four entries
are for the Run IIa data and the bottom four are for the Run IIb data.

Channel Mass (GeV{c2) Width (MeV{c2) f0

D�s Ñ K�0K� 1.9669� 0.0006 23.2� 0.6 0.0379� 0.0019
D� Ñ K�π�π� 1.8628� 0.0003 25.3� 0.3 0.1069� 0.0051
D� Ñ K�0K� 1.8701� 0.0013 16.9� 1.3 0.0091� 0.0008
Λ�c Ñ p̄K�π� 2.2796� 0.0009 22.0� 1.0 0.0192� 0.0014
D�s Ñ K�0K� 1.9664� 0.0005 22.8� 0.5 0.0372� 0.0018
D� Ñ K�π�π� 1.8631� 0.0002 24.5� 0.2 0.1008� 0.0045
D� Ñ K�0K� 1.8691� 0.0010 18.8� 1.1 0.0096� 0.0008
Λ�c Ñ p̄K�π� 2.2799� 0.0007 21.8� 0.8 0.0181� 0.0011

Table 6.2: Mass parameters from the fit to the untagged data. The top four entries
are for the Run IIa data and the bottom four are for the Run IIb data.

to a muon from some other light quark that decays nearby the primary vertex. The

pdf is split into two components to separately model the prompt and long-lived

decays:

P xM

j pxM , y;σxM , dprq � FrpromptSignal P
xM ,promptpxMqP y,prompt

Signal �
p1� FrpromptSignal qP xM ,long

j pxM ; σxM , dprqP y,long
Signal, (6.9)
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Tagged Untagged
Run IIa Run IIb Run IIa Run IIb

p0 �2.098� 0.534 �2.195� 0.244 �2.261� 0.248 �3.051� 0.272
p1 �0.981� 0.296 �1.046� 0.147 �0.980� 0.136 �1.406� 0.148
p2 �0.641� 0.022 �0.639� 0.105 �0.784� 0.020 �0.779� 0.018
p3 �0.744� 0.019 �0.912� 0.154 �1.043� 0.028 �1.261� 0.028
p4 �0.391� 0.005 �0.765� 0.026 �0.702� 0.009 �1.042� 0.012
p5 �0.117� 0.004 �0.310� 0.010 �0.231� 0.007 �0.394� 0.059
p6 �0.016� 0.001 �0.049� 0.004 �0.030� 0.002 �0.055� 0.002

Table 6.3: Parameters for the signal fraction and background shape.

Channel
Tagged Untagged

Run IIa Run IIb Run IIa Run IIb
D�s Ñ K�0K� 2537� 295 4867� 317 12 096� 595 21 461� 1042
D� Ñ K�π�π� 7456� 788 13 643� 820 33 835� 1625 57 722� 2590
D� Ñ K�0K� 548� 105 1316� 236 2921� 260 5519� 435
Λ�c Ñ p̄K�π� 1058� 153 1914� 181 5162� 367 8970� 529
Total Events 35 855 60 817 169 500 268 872

Table 6.4: The number of candidate events for each source in each sample. The
size of the combinatoric background is not fitted, but rather is the balance of the
above sources and the total sample size.

where FrpromptSignal is the prompt fraction, and P y,prompt
Signal and P y,long

Signal are the pdfs for

the selection variable for prompt and long-lived events, respectively. The long-

lived events are those originating from a properly reconstructed B candidate. The

lifetime distribution for the prompt background P xM ,prompt
Signal pxMq is modelled by a

pair of Gaussian functions and is assumed to be independent of the resolution (σxM )

and dilution (dpr). The widths of the two Gaussians and their relative fractions

are determined from Monte Carlo simulations of cc̄ events, which represent the
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majority of this background. The prompt pdf is determined to be

P xM

SignalpxMq � 0.486 �GpxM , 0.003q � 0.514 �GpxM , 0.013q, (6.10)

where GpxM , σq is a Gaussian function1 in xM centred at zero with width σ (in

cm). The fraction FrpromptSignal is fitted to the data. The four pdfs P y,prompt
Signal , P y,long

Signal,

P y,prompt
Bkgnd and P y,long

Bkgnd are determined directly from the data (see Sec. 5.1).

The form of the lifetime pdf P xM ,long
j pxM ; σxM , dprq2 varies depending on the

source j. The general pdf for a B (or B̄) hadron decaying to final-state f (or f̄) is

given by one of the equations

ΓjpB Ñ fq � Nj
e�Γjt

2

"
cosh

�
∆Γjt

2



� cosp∆mjtq

*
, (6.11)

ΓjpB̄ Ñ fq � Njp1� ajqe�Γjt

2

"
cosh

�
∆Γjt

2



� cosp∆mjtq

*
, (6.12)

ΓjpB Ñ f̄q � Njp1� ajqe�Γjt

2

"
cosh

�
∆Γjt

2



� cosp∆mjtq

*
, (6.13)

ΓjpB̄ Ñ f̄q � Nj
e�Γjt

2

"
cosh

�
∆Γjt

2



� cosp∆mjtq

*
, (6.14)

where each source j has an average decay rate Γj and a normalization factor

Nj. Mixing sources (B0 and B0
s ) will have an oscillation frequency ∆mj and

decay width difference ∆Γj. The parameter aj is the flavour-specific asymmetry

in source j. Three asymmetry parameters are considered: the asymmetry in the

1We will use the notation Gpx, σq to indicate a Gaussian function in x with zero mean and
width σ. We can also use this notation to indicate a non-zero mean, for example, Gpx�xM , σq �

1?
2πσ

exp
��px�xMq2

2σ2



.

2We will henceforth drop the designation ‘long.’
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B0
s sources (asfs), the asymmetry in the B0 sources (adfs) and the asymmetry in

the combinatoric background (abkg). We assume no direct CP violation in the

semileptonic decay process.

The time, t, is the proper decay time of the B0
s candidate3. A Lorentz trans-

formation must be made to determine the proper decay time from the measured

decay length in the lab frame:

t � tlab

γ
� Llab

γu
� LlabMBs

cpBs
� LlabT MBs

cpBs
T

, (6.15)

where γ is the Lorentz factor and tlab is the decay time in the lab frame determined

from the decay length Llab and the speed u of the B0
s candidate. γ and u are, in

turn, determined from the momentum of the B0
s candidate, pBs , which has been

assigned the B0
s mass (MBs � 5.366 GeV{c2). Measurements can be made more

accurately in the transverse plane, hence we used the relationship Llab

Llab
T
� pBs

pBs
T

.

This definition of the proper time requires precise knowledge of the momentum

of the B0
s candidate. However, the semileptonic decay of the B0

s meson includes a

neutrino and possibly other particles that will not be detected. The momentum

carried by these particles will not be included in the final reconstruction of the

B0
s candidate, hence pBs

T cannot be determined. Instead, we make a Lorentz trans-

formation into the frame of the µDs system. Furthermore, because the direction of

the boost does not necessarily coincide with the true direction of the B0
s candidate,

3The proper decay time corresponds to the decay time in the B0
s frame of reference.
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we project the decay length onto the transverse momentum of the µDs system:

ct1 � ~Llab
T � ~pµDs

T MBs

ppµDs

T q2 � xM . (6.16)

The quantity xM is referred to as the visible proper decay length (VPDL).

In order to determine the proper time in the B0
s frame, we must account for the

missing energy. We use a correction factor, K, determined from MC simulations

to scale the VPDL, t � KxM{c. The modelling of the K factor is discussed in

Sec. 5.4. Substituting the VPDL expression into Eqns. 6.11-6.14 gives us the pdf in

terms of measured parameters. This is demonstrated for Eqn. 6.11:

ΓjpB Ñ fq � K

cτj
exp

��KxM
cτj



1

2

"
cosh

�
∆ΓjKx

M

2c



� cos

�
∆mjKx

M

c


*
,

(6.17)

where we have replaced the average decay rate Γj with the average lifetime τj

(Γj � 1{τj). The function has been normalized so that the integral is unity (Nj �
K{cτj). Similar substitutions can be made for Eqns. 6.12-6.14.

Because we cannot be certain of the initial-state flavour tag, we must make a

weighted sum of the mixed and unmixed pdfs. The relative weight of the two is

determined by the flavour tag and dilution. The average pdfs are analogous to

Eqn. 6.11 - 6.14 and are denoted Γ��j , Γ��j , Γ��j and Γ��j , respectively. These

functions are the hypothesized pdfs, and should not be confused with the ‘truth’

pdfs, Γjp ( )

B Ñ ( )

fq. In the four Γ��j functions, the first and second superscripts indi-

cate the sign of the final-state and initial-state flavour tags, respectively. Like-sign

pdfs (�� and ��) describe oscillated processes (B Ñ f̄ and B̄ Ñ f) and opposite-
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sign pdfs (�� and ��) describe non-oscillated processes (B Ñ f and B̄ Ñ f̄).

For example, Γ��j indicates a final-state µ� and an initial-state µ� (assuming a

muon OST). Given a perfect flavour tagger, we would have Γ��j � ΓjpB Ñ fq.
However, because there is some uncertainty in the initial-state tag, there is also

a contribution from ΓjpB̄ Ñ fq. The contribution from each tagging hypothesis

(i.e., correct and incorrect) is scaled by the dilution (D). These functions are given

by the expressions

Γ��j pxM ;K, dprq � ΓjpB Ñ fq1�Dpdprq
2

� ΓjpB̄ Ñ fq1�Dpdprq
2

, (6.18)

Γ��j pxM ;K, dprq � ΓjpB̄ Ñ fq1�Dpdprq
2

� ΓjpB Ñ fq1�Dpdprq
2

, (6.19)

Γ��j pxM ;K, dprq � ΓjpB Ñ f̄q1�Dpdprq
2

� ΓjpB̄ Ñ f̄q1�Dpdprq
2

, (6.20)

Γ��j pxM ;K, dprq � ΓjpB̄ Ñ f̄q1�Dpdprq
2

� ΓjpB Ñ f̄q1�Dpdprq
2

. (6.21)

To correctly model the measured VPDL in the equations above, we convo-

lute the lifetime pdf with a Gaussian function describing the VPDL uncertainty

and integrate over the pdf for the K factor momentum correction. The VPDL

uncertainty is tuned to the data to ensure it is properly estimated. This tuning

introduces parameters s1 and s2 that scale the uncertainty σxM . This procedure is

described in Sec. 5.2. Therefore,

P
qf qi
j pxM ;σxM , dprq �

» Kmax

Kmin

dK DjpKq � EffjpxMq�» 8
0

dx

�
fr1 � Gpx� xM , s1σxM q

NjpK, s1σxM , dprq � p1� fr1q �
Gpx� xM , s2σxM q
NjpK, s2σxM , dprq



�Γqf qij px;K, dprq, (6.22)
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where Gpx�xM , s1{2σxM q is a Gaussian function describing the detector resolution

for the xM and fr1 is the fractional contribution of the s1 scaling parameter. We

will refer to this function as the lifetime resolution function. EffjpxMq is the

selection efficiency for channel j (see Sec. 5.5). The function DjpKq gives the

normalized distribution for the K factor in channel j (see Sec.5.4). The charges

qf and qi are the signs of the final-state and initial-state flavour tags, respectively.

Note that we have replaced the notation P xM

j with P
qf qi
j . This divides P xM

j into four

distinct pdfs for each of four tagging outcomes (��, ��, �� and ��). However,

this still corresponds to the function P xM ,long
j of Eqn. 6.9. The normalization factor

Nj is calculated by integrating over the entire VPDL region using the average

lifetime function,

NjpK,σxM , dprq �
» 8
�8

dxM EffjpxMq» 8
0

dx Gpx� xM , σxM q � K
cτj

exp

�
�Kx
cτj



. (6.23)

Each of the five sources listed in Sec. 6.1 has contributions from a number of

different channels. The B0
s signal, for example, has a number of differentD�s decays

that contribute to the overall signal. The lifetime distributions for these channels

have some differences, which will be outlined in the following sections.

6.2.1 Lifetime pdf for D�
s Ñ K�0K� Signal

The µDs source is composed mostly of B0
s mesons with some contributions from

B� and B0 mesons. The different species of B mesons have different CP asym-
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metries and behave differently with respect to oscillations. B0 contributions are

assigned a separate asymmetry parameter from the B0
s signal, while the charged

B� meson has no mixing asymmetry. Similarly the neutral B0 meson oscillates

with a frequency different from that of the B0
s meson, while the B� meson does

not oscillate.

The complete list of contributions to the µDs signal is given in Sec. 5.3. The

majority of these sources use the standard pdf described in Sec. 6.2. However,

some sources require that the pdf be modified. The B0
s Ñ D�s D�s X final-state is

indistinguishable from the similar decay for B̄0
s , and so the pdfs must be modified

to average the final-state tags:

Γ��DsDs
px;K, dprq � Γ��DsDs

px;K, dprq � pΓ��Bs
� Γ��Bs

q{2,
Γ��DsDs

px;K, dprq � Γ��DsDs
px;K, dprq � pΓ��Bs

� Γ��Bs
q{2, (6.24)

where the functions Γ��Bs
correspond to Eqn. 6.18-6.20 with B0

s parameters inserted.

There is a contribution from Bu{d Ñ D�s DX and B̄0
s Ñ D�s DX decays (where

D Ñ µ�). In this case, the correlation of the charge of the final-state muon to

the final-state flavour is opposite (bÑ µ�X rather than bÑ µ�X). This is taken

into account by flipping the final-state tag for these contributions. The B0 meson

oscillates with frequency ∆md and is assumed to have a negligible width difference

(∆Γ � 0). Furthermore, the B� contribution does not oscillate, therefore, the

truth same-sign functions (Eqns. 6.12 and 6.13) vanish and the effective same-sign

functions (Eqns.6.19 and 6.21) only contribute due to dilution effects.

In total, there are ten contributions to the µDs signal that are considered. The
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total VPDL pdf is a sum over all of these sources that give the Ds mass peak:

P
qf qi
µDs
pxM ;σxM , dprq �

ķ

Fk pM pµDsqq � P qf qi
k pxM ;σxM , dprq, (6.25)

where Fk pM pµDsqq is the fractional contribution from the kth channel given the

invariant mass of the µDs system.

6.2.2 Lifetime pdf for D� Ñ K�0K� Signal

The µD� signal, which forms a small peak on the left of the signal peak (see Sec.

6.1), was considered in the final fit. This peak is composed mainly of B0 and

B� decays and is modelled in the same manner as the signal contributions. These

contributions have ∆Γ � 0 and only the B0 contribution includes oscillation effects.

A single average K factor value is used for this source, determined from MC

simulations (K � 0.81).

TheB meson lifetime is reconstructed assuming aB0
s meson mass (see Eqn. 6.16),

which must be corrected in this source. The VPDL is scaled by the ratioMB0{MBs .

Both the B0 and B� contributions share a reconstruction efficiency function de-

termined from a joint sample of Bd{u Ñ µD�pKKπqX MC (see Sec. 5.5). The

B0 decay forms 80% of this peak, with B� making up the remainder. This fraction

is determined from the number of B0 and B� candidates passing the selection cuts

in the MC sample. The total pdf is given by

P
qf qi
D�pKKπqpxM ; σxM , dprq � 0.8 P

qf qi
Bd
pxM ;σxM , dprq�0.2 P

qf qi
Bu
pxM ;σxM , dprq. (6.26)
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6.2.3 Lifetime pdf for Reflections

The µD� reflection is the largest physics contribution and overlaps the µDs signal

peak. This contribution is modelled in the same manner as the µD� signal with

the reconstruction efficiency replaced with a curve determined from a Bd{Bu Ñ
µD�pKππqX MC sample. In addition, the VPDL has a shift applied to account

for the mass difference between the B0
s and B0 mesons. The total lifetime pdf is

P
qf qi
D�pKππqpxM ;σxM , dprq � 0.8 P

qf qi
Bd
pxM ; σxM , dprq�0.2 P

qf qi
Bu
pxM ;σxM , dprq. (6.27)

The µΛ�c reflection forms a low but broad peak. The lifetime pdf is similar

to the B� contribution (∆Γ � 0, no mixing), but with a reconstruction efficiency

curve determined from a Λ0
b Ñ Λ�c µ�νµX MC sample. The VPDL is shifted to

account for the mass difference between the B0
s and Λ0

b hadrons. The total lifetime

pdf is an exponential function.

6.2.4 Lifetime pdf for Combinatoric Background

The following contributions to the combinatoric background were considered:

1. Prompt background with the µDs vertex close to the PV, described as a

Gaussian with a variable width determined by the lifetime resolution on an

event-by-event basis (σxM , discussed in Sec. 6.2).

2. Background with vertices distributed around the PV. This background is

similar to the prompt background. It is described as a Gaussian function,

however, it has a constant width σcc that is fitted to the data.
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3. Long-lived background, described by an exponential function with a constant

decay length cτlong and convoluted with the lifetime resolution function.

4. A positive exponential convoluted with the lifetime resolution function with

a constant decay length cτbkg to take into account the outliers in the positive

tail.

The long-lived background is further divided into three subsamples:

1. Events insensitive to the tagging. These are events that have a single lifetime

pdf to describe any tagging state, making them completely insensitive to the

tag (for example, B0
s Ñ D�s D�s X).

2. Events sensitive to the tagging and non-oscillating. These are events that

require separate lifetime pdfs to describe the same-sign (�� and ��) and

opposite-sign (�� and ��) tagging states, but do not include any oscillation

(for example, B� processes).

3. Events sensitive to the tagging and oscillating with frequency ∆md. These

are B0 decays that oscillate and must be modelled in a similar fashion as the

signal pdf.

The fractions of these contributions and their parameters were determined from

fits to the data. Tagging-sensitive background sources were taken to have a dilution

with the same tagging-variable (dpr) dependence as exists in signal sources. The
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background lifetime pdf has the following form:

PbkgpxM , y; σxM , dprq �Fcc �Gp0� xM , σccq � P y,prompt
Bkgnd �

p1� Fccq � P res
bkg pxM , y;σxM , dprq, (6.28)

P res
bkg pxM , y; σxM , dprq �EffbkgpxMq

N

» 8
0

dx Gpx� xM , sbkgσxM q�F0P
y,prompt
Bkgng δpxq�

p1� F0qP y,long
Bkgng

�Flong � Γqf qilong � p1� Flongq � Γqf qibkg

�	
, (6.29)

Γ
qf qi
longpx; dprq �Γ

qf qi
notag,nomix � p1� Ftsensq�
Ftsens

�
Γ
qf qi
tag,nomix � p1� Foscq � Γ

qf qi
tag,mix � Fosc� , (6.30)

where N is a normalization constant. The functions Γ
qf qi
bkg and Γ

qf qi
notag,nomix are

exponential functions with lifetimes τbkg and τlong, respectively and model the

tagging-insensitive backgrounds. The functions Γ
qf qi
tag,nomix and Γ

qf qi
tag,mix model the

tagging-sensitive backgrounds and are defined along the same lines as Eqns. 6.18-

6.20. Γ
qf qi
tag,nomix describes the unmixed background (as for the B� meson discussed

above), and Γ
qf qi
tag,mix describes the mixing background (∆mbkg � ∆md, ∆Γbkg � 0).

These contributions have lifetime τlong.

The fit parameters are Fcc̄, σcc̄, F0, Ftsens, Flong, Fosc, cτlong, cτbkg and sbkg.

The efficiency function EffbkgpxMq is fitted to the data. The form of this function

is described in Sec. 5.5.
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6.3 Lifetime Fit

We fit the lifetime distribution of the combinatoric background before performing

the fits to determine the oscillation frequency or the asymmetry. We simultane-

ously fit the lifetime of the B0
s meson in order to allow for any lifetime bias due to

the selection cuts. The effect of any bias will be checked and included in the sys-

tematic uncertainty on the final measurement. In addition the selection efficiency

function (see Sec. 5.5) in the combinatoric background will be fitted with the other

parameters.

To ensure these fits do not bias the later results, we randomize the CP-dependent

variables (i.e., muon pseudorapidity and toroid polarity, see Sec. 5.6) and set the

dilution to zero in the signal and physics backgrounds. Furthermore, the detec-

tor asymmetry parameters (see Sec. 5.6.1) are fixed to zero. This removes any

dependence on actual B0
s or B0 oscillations or asymmetry in these sources.

The fit is performed separately in the tagged and untagged data samples for

both the Run IIa and Run IIb data sets. Results of the fits are shown in Figs. 6.4

and 6.5. The fitted parameters are given in Table 6.5. The fit in the tagged sample

will be used for the fits to determine the oscillation frequency and the fit in the

untagged sample will be used for the fit to the CP asymmetry.

The untagged fits in Fig. 6.5 undershoot the data in the negative VPDL region.

This is due to the modelling of the selection efficiency (see Sec. 5.5). The efficiency

function suppresses events near zero, but becomes 100% efficient for V PDL À �0.1

cm. This function was chosen because it can be expressed in an analytic manner

and is easily integrable, however, it does not correctly model the efficiency in the
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negative VPDL region. To verify that this does not impact the result, a cross-check

is performed to test a ‘worst case’ senario. The largest deviation of the efficiency

would be a 0% efficiency for the V PDL À �0.1 cm. We test this senario by

repeating the analysis4 with this worst case efficiency applied to all channels. We

find no noticeable difference in the measured oscillation frequency in this senario

and conclude that our results are not sensitive to this discrepancy.

Tagged Untagged
Parameter Run IIa Run IIb Run IIa Run IIb
Fcc̄ 0.035� 0.005 0.045� 0.005 0.051� 0.003 0.054� 0.003
σcc̄ 0.0071� 0.0005 0.0047� 0.0003 0.0066� 0.0002 0.0059� 0.0001
F0 0.059� 0.006 0.083� 0.004 0.117� 0.003 0.139� 0.002
cτbkgpµmq 317� 19 305� 17 321� 11 294� 7
Flong 0.62� 0.03 0.65� 0.03 0.55� 0.03 0.58� 0.02
Ftsens 1.00� 0.06 0.93� 0.06 1.00� 0.01 1.00� 0.02
Fosc 0.63� 0.04 0.61� 0.03 0.60� 0.04 0.63� 0.03
cτlongpµmq 666� 12 643� 12 659� 10 636� 7
cτBspµmq 411� 17 414� 13 422� 8 411� 6
FrpromptSignal 0.011� 0.004 0.006� 0.003 0.039� 0.002 0.035� 0.002

scale factor 1.71� 0.03 1.66� 0.02 1.74� 0.01 1.69� 0.01
Effbkg

?
p1 0.021� 0.002 0.0135� 0.0009 0.0184� 0.0005 0.0149� 0.0003

Effbkgp2 0.63� 0.02 0.77� 0.01 0.684� 0.007 0.728� 0.005
Effbkgp3 �11.6� 1.7 �17.7� 1.9 �9.0� 0.7 �11.0� 0.7
Effbkgp4 54� 290 19� 460 43� 73 100� 110
Effbkgp5 �1760� 6900 �1225� 9517 �3472� 1721 �7717� 2982

Table 6.5: Results from the fits to the B0
s candidate lifetime distribution.

4We redo the lifetime fit and the scan in amplitude (see Sec. 7.1) and look for the oscillation
frequency.
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Figure 6.4: Fit to the lifetime distribution in the tagged data sample on a linear
scale (top), a log scale (centre). The normalized difference (fit�data

σ
) is show at

bottom. Run IIa plots are on the left and Run IIb plots are on the right.
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Figure 6.5: Fit to the lifetime distribution in the untagged data sample on a linear
scale (top), a log scale (centre). The normalized difference (fit�data

σ
) is show at

bottom. Run IIa plots are on the left and Run IIb plots are on the right.
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Chapter 7

Results

7.1 Oscillation Frequency

We can attempt to make a measurement of the oscillation frequency by scan-

ning through a range of ∆ms values, measuring the log likelihood (lnL)1 at each

∆ms point. The minimal value of �2 lnL will correspond to the most probable

value of ∆ms. The extraction of the ∆ms uncertainty from the likelihood has

been discussed in Sec. 2.2. The statistical significance of the measurement is de-

termined by the square root of the depth of the minimum with respect to the

likelihood plateau at high ∆ms. The analysis is not sensitive to such high oscilla-

tion frequencies, and so this region determines the likelihood of the null hypothesis

(i.e., no flavour oscillations). The result of the likelihood scan is shown in Fig. 7.1.

We plot the change in the log likelihood with respect to the global minimal value

(∆p�2 lnLq). There is a global minimum in the Run IIb scan from which we ex-

1We will use this notation to remind ourselves that this is a loglikelihood. This should not be
confused with the notation used in Eqn. 2.2 where L is the log likelihood.

133



)-1 (pss m∆
0 5 10 15 20 25 30 35 40

 -
2l

n
L

∆

0

10

20

30

40

50

60 RunIIa

RunIIb

Comb.

s m∆ -2lnL scan in ∆

)-1 (pss m∆
10 12 14 16 18 20 22 24 26

 -
2l

n
L

∆

0

1

2

3

4

5

)-1 0.92 (ps± = 16.93s m∆

RunIIa

RunIIb

Comb.

s m∆ -2lnL scan in ∆

Figure 7.1: Likelihood scans in ∆ms showing the large scale behaviour and the
behaviour around the minimum. A fitted value is extracted from the combined log
likelihood minimum at � 17 ps�1.

tract ∆ms � 16.99 � 0.99 ps�1. This minimum becomes a local minimum in the

combined fit, from which we extract ∆ms � 16.93�0.92 ps�1. Given that the min-

imum is local and not global, the � 1.2σ significance of the extracted ∆ms value

is questionable.

We can also use a method similar to a power spectrum analysis to measure

the oscillation frequency of the B0
s meson. We insert a parameter (A) into the

B0
s lifetime pdf that scales the oscillating term (i.e., the cosine of Eqns. 6.11-6.14):

Γ�,�s 9
"

cosh

�
∆Γjt

2



�A cosp∆mjtq

*
. (7.1)

We then scan through a range of ∆ms values and fit for A at each ∆ms value.

The amplitude parameter, A, may be interpreted as the power of the oscillation

at a particular value of ∆ms. The amplitude should fluctuate around zero until

we strike upon the ‘correct’ value of ∆ms, where A should peak with A � 1. This

formalism is convenient when it is not possible to make a direct measurement as
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it allows us to place limits on ∆ms. The sensitivity of the search is determined by

finding the ∆ms value at which we can no longer rule out an amplitude value of zero

from fluctuating to one (at 95% CL). We will not be sensitive to a true ∆ms value

above this point. The sensitivity of the measurement is determined primarily by

the statistics. The ∆ms lower limit, in the absence of a ∆ms measurement, is set

by the lowest ∆ms value for which the fitted amplitude can fluctuate to one. In

the event that there is a higher value of ∆ms for which we can rule out such a

fluctuation, we can set an upper limit for ∆ms (provided this value is below the

sensitivity bound).

The results of the amplitude scans with statistical uncertainties are shown in

Fig. 7.2. The scan is done separately for the Run IIa and Run IIb data samples

and also a combined fit to both samples is done. The combined fit sums the

total log likelihood of each data sample to obtain a combined log likelihood. The

results of these fits yield a ∆ms lower limit, ∆ms ¡ 10.0 ps�1, with a sensitivity

to ∆ms   15.5 ps�1.

7.1.1 Cross-Checks

The amplitude fitting code must be cross-checked to ensure it can correctly de-

termine the oscillation frequency. We use the well established oscillations in the

B0 system as a cross-check. To determine ∆md, we set the dilution, Dpdprq, to zero

for the B0
s contributions. This averages the mixed and unmixed pdfs, effectively

removing any sensitivity to the oscillations in the B0
s signal. We then perform a

log likelihood scan and extract a measurement of ∆md. In addition, we perform

an amplitude scan with the amplitude parameter associated with the B0 sources.
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Figure 7.2: B0
s amplitude scan results from Run IIa (top left), Run IIb (top right)

and the combined scan (bottom). Points are the fitted amplitude value with 1σ
error bars. The band represents the 95% confidence interval over the range of
∆ms.
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Figure 7.4: Amplitude scans in ∆md showing the peak at � 0.5 ps�1.
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Fig. 7.3 shows the log likelihood scan from which we extract ∆md � 0.480 �
0.022 ps�1 from the Run IIa data sample and ∆md � 0.500� 0.026 ps�1 from the

Run IIb data sample. These results are consistent with the world average value

∆md � 0.507�0.005 ps�1 [9]. Fig. 7.4 shows the results of the ∆md amplitude scan.

∆md is scanned with a resolution of 0.05 ps�1 and peaks are found at ∆md � 0.55

ps�1 (Run IIa) and ∆md � 0.60 ps�1 (Run IIb) with peak values Ad � 1.03� 0.05

(Run IIa) and Ad � 1.03� 0.04 (Run IIb), consistent with unity.

The ∆md peak amplitude check is also useful for ensuring that the calibration

curve for the predicted dilution is correct. The dilution effectively scales the oscil-

lating term of the lifetime pdf in the same manner as the amplitude parameter. If

the dilution has been mis-calibrated and is too low/high, the fitted peak amplitude

will compensate by shifting up/down from unity. The peak amplitude values listed

above are consistent with unity and so we conclude that the dilution is properly

calibrated.

We also check that the fitting procedure is not somehow biased to find an os-

cillation where none exists regardless of the data. To test this, we perform an

ensemble test of amplitude fits at some fixed value of ∆ms. For each fit the flavour

tag is randomized for all events. The randomized tag obscures any real oscilla-

tions in all sources so that the only contributions to an amplitude peak are from

statistical fluctuations in the lifetime and flavour tag. The ensemble of fits should

verify that the amplitude is distributed around zero with fluctuations consistent

with the statistical uncertainty on the fitted amplitude. Approximately 600 fits

are conducted for each of the Run IIa and Run IIb data samples. The resultant

distribution of the fitted amplitude should be a Gaussian function centred at zero
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Figure 7.5: Histograms showing the results of the ensemble test of the amplitude
fit.

with a width consistent with the statistical uncertainty of the fitted amplitude at

the given value of ∆ms. We choose to test ∆ms values ∆ms � 12 ps�1 (Run

IIa) and ∆ms � 17 ps�1 (Run IIb) near the principle amplitude peaks of Fig. 7.2.

Gaussian functions are fitted to the amplitude distribution. The results of this test

are shown in Fig. 7.5. The means of the fitted Gaussians (x̄) are consistent with

zero and the widths (σ) are consistent with the amplitude uncertainty (�0.83 and

�0.77 in Run IIa and Run IIb, respectively). Therefore, we conclude that there is

no discernible amplitude bias.

7.2 Asymmetry Fit

The fit to the asymmetry requires that the value for ∆ms be fixed. We take

the CDF measured value ∆ms � 17.77 ps�1 [25]. The signal asymmetry (asfs)

is fitted simultaneously with adfs, a
bkg and the detector asymmetries described in

Sec. 5.6.1. We make separate fits to the Run IIa and Run IIb data samples and
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make a combined fit in both samples by summing the log likelihoods. The results

are shown in Table 7.1. Note that because all events are equally sensitive to all

of the detector asymmetries, they share equal statistical uncertainties. We can

verify the fit by examining the log likelihood scan in the asymmetry. This testing

is done in a similar manner as for the oscillation frequency; however, we must fix

the background and detector asymmetries to their measured values. The result

shows the likelihood minimum at the correct value with a width consistent with

the statistical uncertainty determined from the direct fit (see Fig. 7.6).

Parameter Run IIa Run IIb Combined
asfs �0.089� 0.042 �0.020� 0.030 �0.018� 0.025
adfs �0.035� 0.032 �0.056� 0.024 �0.049� 0.019
abkg �0.007� 0.023 �0.007� 0.017 �0.002� 0.014
Afb �0.0022� 0.0024 �0.0021� 0.0019 �0.0021� 0.0015
Adet �0.0050� 0.0024 �0.0014� 0.0019 �0.0028� 0.0015
Aqµβ �0.0006� 0.0024 �0.0034� 0.0019 �0.0019� 0.0015
Aβγµ �0.0018� 0.0024 �0.0015� 0.0019 �0.0002� 0.0015
Aro �0.0275� 0.0024 �0.0317� 0.0019 �0.0301� 0.0015

Table 7.1: Results of the asymmetry fits in Run IIa, Run IIb and their combination.

7.2.1 Cross-Checks

In a similar manner as above, we cross-check the asymmetry code to verify that it is

not biasing the result. We perform two ensemble tests. The first test is performed

on data with the muon charge randomized in an ensemble of 500 asymmetry fits.

This test randomizes all sources of charge asymmetry in the data. The distribution

of the fitted asymmetry should be Gaussian around zero with a width consistent

with the statistical uncertainty on the asymmetry. This test is conducted on the
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combined Run IIa and Run IIb samples. The results are shown in Fig. 7.7. The

fitted Gaussian has a mean x̄ � �0.0008�0.0009, consistent with zero and a width

σ � 0.026 � 0.001, consistent with the statistical uncertainty on the asymmetry

(σmeasure � 0.025). The ensemble distributions for adfs and abkg also have means

consistent with zero and widths consistent with the measured uncertainty.

This test is useful to verify that the fitting procedure does not introduce any

asymmetry bias. However, we cannot use this test to verify that we can recover a

correct asymmetry. Unlike the oscillation measurement where we could test ∆md,

there is no easily detected asymmetry to verify. If we wish to perform this sort

of test, we must put the asymmetry in ‘by hand.’ We can randomize the flavour

tag in the data in such a way as to introduce an asymmetry; however, we cannot

introduce a different B0
s , B

0 or background asymmetry. To conduct such a test,
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Figure 7.7: An ensemble test of 1000 asymmetry fits showing the distribution of
asfs, a

d
fs and abkg.

we must turn to MC simulations.

To generate a test sample, we use generator-level MC samples ofB0
s Ñ D�s µ�νµX

(5500 events) and Bd,u,s Ñ D�pKππqµ�νµX (1980 events). To make a sample that

resembles the sample composition of the data, we use the 1980 D� events to gen-

erate pdfs of the lifetime and D�s mass2. These pdfs are used to quickly generate

2Recall that the D� candidates will have a D�s mass that is a function of the reflection
variable, see Sec. 6.1.1.
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a larger sample of 15 500 D� candidates. To model the combinatoric background,

we take 77 458 data events where the charge of the muon is not consistent with a

B0
s decay (given the KKπ charges). These three sets of events (B0

s MC, D� MC

and wrong sign data) each have an asymmetry inserted that will model one of

the three physics asymmetries (asfs, a
d
fs and abkg, respectively). The asymmetry

is inserted by randomizing the muon charge in each sample in such a way as to

introduce the desired asymmetry (asfs � 0.0069, adfs � 0.0073 and abkg � 0.0088).

The MC does not include mixing effects, and so we can only insert an integrated

asymmetry; the fitting code is modified to accommodate this3. We conduct an

ensemble of 2000 fits with different random seeds generating an asymmetry. We

keep track of the fitted asymmetry and the ‘true’ asymmetry. The true asymmetry

is the literal charge asymmetry that results from randomly choosing the flavour

tag. It is a statistical fluctuation of the input asymmetry. Because of the nature

of the randomization, there can be a substantial difference between the ‘true’

asymmetries and the input asymmetry. We also randomize the muon rapidity and

toroid polarity to remove the detector asymmetries.

From the results we can verify our ability to correctly determine a small signal

asymmetry in a large background environment. Fig. 7.8 shows how the fitted

asymmetry value is related to the true charge asymmetry. Because we input an

integrated charge asymmetry, the fitted asymmetry must be halved (See Eqn. 1.20).

The dependence of the average fitted asymmetry on the true asymmetry is found

to be linear (asfs � 0.0016 � 0.765 � asfs,true) with no significant asymmetry bias.

3The lifetime-dependent input functions are integrated. This is effectively an integrated asym-
metry analysis.
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There does, however, appear to be some deviation from a 1 : 1 relationship between

the fitted and true asymmetry because the slope is not unity. This could indicate

a reduced sensitivity to the asymmetry. However, due to the approximate nature

of this test, the deviation should not be taken as problematic; we are interested

primarily in the lack of a bias.

This test also shows the relationship between the signal and background asym-

metries (adfs and abkg). Fig. 7.9 shows that there is some correlation between

asfs and adfs; however, there is no correlation between asfs and abkg.

7.3 Systematic Uncertainties

The systematic uncertainties on the oscillation amplitude and the signal asym-

metry are determined by changing the various input parameters within their re-

spective statistical uncertainties. The variation of the fitted amplitude due to the

changes to the inputs is used to determine the total uncertainty on the amplitude

at each value of ∆ms. Similarly, the variation in the charge asymmetry due to

the changes to the inputs is used to determine the total uncertainty on the signal

asymmetry.

7.3.1 Amplitude Scan Systematic Uncertainties

The total uncertainty on the amplitude is determined using the formula [73]

σ2
A,sys �

i̧

�
∆Ai � p1�Aq∆σiA

σA


2

, (7.2)
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where the index i runs over the input parameters being varied. For each of the

considered systematic uncertainties i, we conduct an amplitude scan and determine

the shift in both the amplitude (∆Ai) and the amplitude uncertainty (∆σiA) as

functions of ∆ms. The parameters and their fluctuations are described below.

The primary contribution to the systematic uncertainty is the variation of the

dilution calibration curve. The amplitude is refitted using the upper and lower

variations of this curve (see Fig. 4.8). Changing the dilution calibration affects

the B0
d oscillations and causes a large shift in the amplitude for small ∆ms (near

∆md).

The second largest contribution is the uncertainty in the number of D�s and

D� candidates determined from the mass fit. We vary ND�s down and ND� up

separately in order see the largest variation in the amplitude due to these uncer-

tainties.

The sample composition is recomputed with the most significant branching

fractions varied by their statistical uncertainty in the direction to give a smaller

signal contribution. We vary the inclusive fraction BrpB0
s Ñ D�s µ�νµXq down,

BrpB0
s Ñ D�s D�s Xq up, BrpB� Ñ D�s DXq up and BrpB0 Ñ D�s DXq up.

The exclusive branching fractions for the B0
s decays to excited D��s states are

not measured (see Sec. 5.3). In place of a measurement, we use the corresponding

measured B0 fractions to infer the fractions in B0
s mesons assuming the spectator

model. The higher excited states include more unreconstructed particles, and

hence have widerK factor distributions. Uncertainty in the balance of the exclusive

fractions leads to an uncertainty in the fitted amplitude. To account for uncertainty

in the exclusive fractions, we propagate the uncertainty on the B0 fractions into
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the computation for the B0
s fractions. Using these uncertainties we compute two

new sample compositions. The first has a reduced contribution from the dominant

exclusive mode (B0
s Ñ D��s µ�νµX), and the second has the contribution from this

mode increased. In both cases, the total inclusive fraction is kept constant.

The final uncertainty related to the sample composition is due to the uncer-

tainty in the relative fraction of B0/B� in D� sources. To account for this, the

ratio is changed from 80%{20% to 90%{10% and is applied to the lifetime pdfs given

in Eqn. 6.26 and 6.27.

The K factor distributions are determined from generator-level MC and may be

slightly different from those obtained with a full detector simulation. To estimate

this contribution to the uncertainty we generate a small MC sample of B0
s Ñ

D�s µ�νµX events including the detector simulation. We generate two sets of K

factor distributions: one using only the generator information and the other using

only the reconstructed information (but for the same MC events). The amplitude

difference that results using these two distribution is applied as the systematic

uncertainty for the K factors.

The lifetime parameters determined in Sec. 6.3 are each varied by �σ and

included in the total uncertainty. The fitted B0
s lifetime values are lower than the

world average B0
s lifetime (cτBs � 441 µm [9], compare to the results in Sec. 6.3).

We account for a possible bias by fixing the B0
s lifetime to the world average.

The selection efficiency curves are refit with the data points varied up and down

by �σ. The new curves are then renormalized to have the same plateau efficiency;

an example is shown in Fig. 7.10.

The uncertainty in the muon trigger efficiency is included by fitting the ampli-
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Figure 7.10: An example of selection efficiency curves used to estimate the contri-
bution to the systematic uncertainty. The central curve is the normal efficiency.
The upper and lower curves are the �σ and �σ curves, respectively.

tude with positive and negative variations of the curves shown in Fig. 5.5. This

effect is very small. We vary ∆Γs within its statistical uncertainty but find the

resulting difference in amplitude to be negligible.

The amplitude scans with the total uncertainty are shown in Fig. 7.11. The

∆ms limit, including the systematic uncertainty, is 9.9 ps�1 with an expected

sensitivity of 14.8 ps�1. Tables showing the magnitude of each contribution to the

systematic uncertainty are included in Appendix D.

7.3.2 Asymmetry Systematic Uncertainties

The asymmetry measurement is affected by many of the same systematic uncer-

tainties as the oscillation analysis. These contributions to the uncertainty are

estimated in a similar manner as above. Input parameters are varied within their
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Figure 7.11: B0
s amplitude scan results from Run IIa (top left), Run IIb (top

right) and the combined scan (bottom). The outer band represents the systematic
uncertainty on the fitted amplitude. The limit and sensitivity are recomputed to
include the total uncertainty.
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statistical uncertainty with the asymmetry being refitted. The positive and nega-

tive variations of the asymmetry are added in quadrature to give the final upper

and lower systematic uncertainties. The detector asymmetries are the same for all

sources and are independent of the lifetime pdf and thus are not sensitive to these

variations. The correlation coefficients in the physics asymmetries are determined

to be Cs,d � �0.266, Cs,bg � �0.076 and Cd,bg � �0.280, where the subscripts s, d

and bg denote the asymmetries being correlated. The correlation between asfs and

adfs would be problematic if we were attempting to extract both parameters. We

are, however, only interested in asfs, hence the correlation is not as important.

The correlation is taken into account in determining the statistical uncertainty

in the fitted parameters, and is also considered as a systematic uncertainty when

combining this measurement with other decay modes (see Chap. 8).

In this analysis, the most significant contribution to the systematic uncertainty

is from the number of D�s and D� candidates determined in the mass fit. This is

primarily due to the asymmetry related to the B0
d source of the D� candidates.

Enhancements to the D� Ñ K�π�π� reflection or the combinatoric background

will change the fitted signal asymmetry due to the correlations between these

parameters. The largest variations that give a reduced sensitivity to the signal

asymmetry are tested. The number of signal candidates is reduced by 1σ while

simultaneously increasing the number of D� reflection candidates by 1σ. A second

test reduces both the number of signal candidates and the number of D� reflection

candidates. The first test increases the contribution from adfs and the second test

increases the contribution from abkg.

The most significant uncertainties related to the sample composition are the
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branching fractions BrpBs Ñ µ�D�s q and BrpBs Ñ D�s D�s q. Within their mea-

sured uncertainties, BrpBs Ñ µ�D�s q is varied down and BrpBs Ñ D�s D�s q is

varied up. In each case the sample composition is recomputed and used to test

for changes to the asymmetry. The relative fractions of B0
s Ñ D�s µ�νµX and

B0
s Ñ D��s µ�νµX are treated in the same manner as described in Sec. 7.3.1.

Curves for the dilution calibration, the selection efficiency, and the muon trigger

turn on were varied up and down in the same manner as is done in the oscillation

analysis. Each of the lifetime parameters is varied by its uncertainty as before.

The consistency of the K factor distributions in generator and reconstructed MC

is treated the same as above. The uncertainty due to the ratio ∆Γs{Γs � 0.069�0.058�0.062

is taken from the PDG [9]. Changes to the asymmetry are tested for both upper

and lower variations of this ratio.

The contributions to the total systematic uncertainty are listed in Table 7.2.

Only the total contribution to the variation of the lifetime parameters is listed. The

measured B0
s asymmetry with systematic uncertainties is asfs � 0.018 � 0.025 �

0.002.
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Systematic Uncertainty ∆asfs � 102 ∆adfs � 102 ∆abkg � 102

∆Γs � σ �0.001 �0.004 �0.002
∆Γs � σ �0.001 �0.002 �0.001
NDs � σ,ND� � σ �0.213 �0.089 �0.046
NDs � σ,ND� � σ �0.059 �0.140 �0.038
BrpBs Ñ µDsq � σ �0.143 �0.018 �0.003
BrpBs Ñ DsDsq � σ �0.055 �0.008 �0.002
Ratio Ds{D�s � σ �0.024 �0.001 �0.002
Ratio Ds{D�s � σ �0.006 �0.002 �0.001
Dilution �σ �0.015 �0.034 �0.041
Dilution �σ �0.006 �0.033 �0.024
Selection Eff. �σ �0.018 �0.010 �0.004
Selection Eff. �σ �0.018 �0.010 �0.004
Trigger Efficiency �σ �0.001 �0.001 �0.000
Trigger Efficiency �σ �0.000 �0.001 �0.000
Lifetime Fit �σ �0.007 �0.098 �0.031
Lifetime Fit �σ �0.057 �0.098 �0.031
K factor �0.037 �0.012 �0.001
Total �σ �0.173 �0.201 �0.082
Total �σ �0.227

Table 7.2: Systematic uncertainties for the asymmetry parameters. Only the com-
bined Run IIa and Run IIb result is computed.
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Chapter 8

Conclusions

The weak interaction is a fundamental force of nature and an important component

of the SM. The better we understand this interaction, the better equipped we are

to search for physics beyond the SM. The work presented in this thesis represents

a contribution to this understanding as well as a search for new physics.

A lower limit has been placed on the B0
s oscillation frequency,

∆ms ¡ 9.9 ps�1 at 95% C.L. (8.1)

with sensitivity to oscillations up to 14.8 ps�1. This measurement is consistent

with the world average B0
s oscillation frequency (17.77 � 0.10 � 0.07 ps�1). This

result may be used to constrain the side of the CKM unitarity triangle presented in

Sec. 1.2
����VtdV

�
tb

VcdV
�
cb

���	. In practice, the CDF measurement of ∆ms [25] dominates the

world average and other measurements are not generally included in the unitarity

triangle constraint1. Nevertheless, an independent confirmation of the oscillation

1The CKMFitter group uses the CDF numerical result ∆ms � 17.77� 0.12 ps�1 [19] and the
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Figure 8.1: Likelihood scan in ∆ms combining several decay modes.

frequency is important.

The measurement presented here can be combined with a variety of other de-

cay modes to make a more significant measurement. These modes include the

decays B0
s Ñ µ�D�s pφπ�qX, B0

s Ñ e�D�s pφπ�qX, B0
s Ñ µ�D�s pK0

sK
�q and

B0
s Ñ π�D�s pφπ�q. These measurements are made independently and are doc-

umented elsewhere [74–76]. The combination of these decay modes has been com-

pleted using 2.4 fb�1 of D0 data [77]. The work presented in this thesis is included

in the combination using the smaller data set, but lacking some of the refinements

made to the analysis in the intervening period. The details of that analysis are

documented elsewhere [78]. The likelihood plot of the combined measurement is

shown in Fig. 8.1. This combination yields a 2.9σ significance measurement of

∆ms:

∆ms � 18.53� 0.93pstatq � 0.30psystq ps�1. (8.2)

UTfit collaboration uses the CDF likelihood [35].

154



Asymmetries �103 µ�φπ� µ�K�0K� Combined
asfs �7.0� 9.9 17.8� 24.6 �1.7� 9.1
adfs �21.4� 36.3 49.9� 19.4 40.5� 16.5
abkg �2.2� 10.6 0.2� 13.9 �3.1� 8.3
Afb �1.8� 1.5 �2.1� 1.5 �1.9� 1.1
Adet 3.2� 1.5 2.8� 1.5 3.1� 1.1
Aqµβ 4.3� 1.5 1.9� 1.5 3.1� 1.1
Aβγµ 1.1� 1.5 2.4� 1.5 0.6� 1.1
Aro �36.7� 1.5 �30.1� 1.5 �33.3� 1.1

Table 8.1: Results of the combined fit to the B0
s asymmetry [79].

A combination measurement using the 5 fb�1 data sample is in progress but has

not been completed at the time of writing.

A similar combined measurement can be made for the B0
s asymmetry. The

B0
s asymmetry has been measured in the B0

s Ñ µ�D�s pφπq decay mode, docu-

mented elsewhere [80]. The combination, documented elsewhere [79, 81], is con-

ducted by joining the likelihood sums of the two analyses (see Eqn. 2.4). The

results are presented in Table 8.1. Systematic uncertainties similar to those dis-

cussed in Sec. 7.3.2 are studied in the combined analysis. In addition, correlations

between asfs and adfs were taken into account. The combined result gives a mea-

sured B0
s asymmetry:

asfs � �0.0017� 0.0091pstatq�0.0013�0.0023psystq. (8.3)

This measurement is competitive with the world average value, asfs � �0.0037 �
0.0094 [39]. This average includes measurements of the asymmetry in the dimuon

channel (see Sec. 1.2.2). These measurements require a value of adfs be input
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Figure 8.2: The new world average asfs value, including the result presented in this
work.

to separate the B0
s asymmetry. HFAG uses the current world average, adfs �

�0.0047 � 0.0046 [29]. The new world average B0
s asymmetry value is asfs �

�0.0027 � 0.0066 [29] (see Fig. 8.2) and is consistent with the SM expectation,

aSM,s
fs � p2.06� 0.57q � 10�5.

As discussed in Sec. 1.4, the B0
s asymmetry is a good probe for new physics.

The relationship in Eqn. 1.22 relates the asymmetry to the weak CP phase (φs �
φSMs �φ∆

s ). The phase can be measured directly in B0
s Ñ J{ψφ decays (we denote

the measured value φ
J{ψφ
s ). These measurements were shown previously in Fig. 1.8.

D0 has updated these measurements to include the constraints on φs from the new

world average asfs value. The constraint imposed by asfs is shown in Fig. 8.3. This

combination includes only D0 results.
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Figure 8.3: The D0 direct measurements of φ
J{ψφ
s (left plot, solid contours) and

the constraint imposed by the asfs world average (left plot, dashed contours). The
unshaded region is excluded to 68% CL. The combination is shown at right [28].

8.1 Contributions

High energy particle physics is a very collaborative field of study. Much of the

work presented in this thesis is borrowed from other sources, or is developed by

collaborators. Furthermore, as in any research, a large portion of the work is

‘logistical’ in nature and goes undocumented. Similarly, promising leads sometimes

turn into dead ends and are likewise undocumented. When I began work on the

B0
s oscillation frequency measurement, I inherited a mature analysis framework.

Selection criteria had already been developed, fitting code was already written, and

inputs already studied. There was, however, significant room for improvement. In

this section I outline my personal contributions to this analysis, including some

aspects not described in the previous chapters or not included in the final analysis.

The D�s Ñ K�0K� decay considered in this analysis has a large background,

making the fit to the B0
s lifetime distribution challenging (see Sec. 6.2). In par-
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ticular, there is no significant side band to the D�s mass distribution that does

not contain some contribution from the physics backgrounds (see Figs. 6.2 and

6.3). This mass is our primary means of distinguishing signal from background;

overlapping signal and background in the invariant mass distribution leads to a

poor separation of the two when modelling the B0
s candidate lifetime. This is also

true in describing the behaviour of the nuisance parameters (described in Chap. 5)

in the combinatoric background. These problems make modelling the shape of the

lifetime distribution of the combinatoric background very difficult.

In considering the issues described above, I made a significant effort to improve

the quality of the fit to the B0
s lifetime distribution by modifying the functional

form of the combinatoric background as well as the manner in which the fit is

performed. The quality of the final fit has improved significantly due to these

efforts on my part. The final function (Eqns. 6.28-6.30) is not so different from

when I began these studies, however, the fit is conducted in a more consistent

manner. For example, previously, the fit could only be done in stages. First a fit

was performed in the signal-free side band to fix the parameters in the combinatoric

background. The fit was then repeated in the signal region with these parameters

fixed. The changes I made to the implementation of the function now allow the fit

to be done in the entire mass region at once. In this manner, the treatment of the

background is more consistent.

The improvement to the fit described above is due in part to an improved

description of the signal contributions. This, in turn, is due to better descriptions

of the various input parameters and distributions. I have improved the treatment

of the composition of the D�s signal (see Sec. 5.3), the missing energy (see Sec. 5.4)
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and the selection efficiency (see Sec. 5.5) to better model the data. The K factor

and sample composition are now binned by µDs mass, and are generated from a

significantly increased sample of simulated data. New sources have been added

to the sample composition and have associated K factor distributions in order to

better model the D�s signal. The modelling of the selection efficiency has been

improved by using separate MC simulations for each D�s and D� source, rather

than using joint MC to model several sources at once. Furthermore, the efficiency

in the combinatoric background was improved by being fitted directly to the data.

Previously this efficiency was simply assumed to behave in the same manner as

the D� Ñ K�π�π� source; direct fits were attempted but were non-convergent.

The improvements to the fitting described above have increased the stability of the

convergence and have allowed this efficiency to be fitted directly. This improvement

provides a much better description of the short-lived backgrounds and improves

the fit quality in this high statistics region.

In addition to the improvements to the analysis process described above, I

have extended this analysis to include the Run IIb data. As described in Chap. 3,

the Run IIb detector includes an additional layer in the silicon detector. This

change, though it may seem minor, makes a substantial difference to the tracking

performance. This improvement primarily impacts the VPDL uncertainty, but

can have an indirect influence on the tagging, selection variable (y), D�s sample

composition and the selection efficiency. Modelling these changes required the

generation of new samples of simulated data for each decay channel (see Sec. 5.3)

using the new detector configuration. I generated these samples and repeated the

Run IIa studies for use with the Run IIb data sample.
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I have also made an effort to study other variables correlated to the K factor in

the hope of obtaining a more accurate prediction of the missing energy. I examined

the possibility of binning by the transverse momentum component in the direction

of the B0
s meson. This binning yielded a similar improvement as binning by mass,

but was found to be directly correlated to the mass binning and hence gave no

overall improvement. Other attempts at improving the analysis include the study

of a neural network to replace the selection criteria discussed in Sec. 4.1.1. This

study did not yield any improvement over the standard selection criteria. This

is due to the difficulty in modelling inclusive bb̄ background, which has not been

simulated (at D0). The lack of a reasonable simulation of include bb̄ background

lead to difficulties in training the network. In addition, I have made an attempt

at an implementation of the same-side flavour tagging algorithms (see Sec. 4.2).

SST is difficult to implement in a B0
s analysis (particularily in this decay mode)

due to contributions from B� mesons; this has been described in Sec. 4.2. By

modifying the calibration function applied to the B� contributions it was hoped

that these problems could be addressed. However, it is not possible to isolate the

B� contributions, hence this method was not successful.

The work described above was in the process of developing the B0
s oscilla-

tion analysis. One of the most significant contributions I made was to adapt the

B0
s oscillation analysis to include a CP asymmetry measurement as well. This

effort required completely rewriting much of the analysis software to function in a

new framework that could easily be combined with other decay modes. This new

framework required extensive testing to ensure the previous oscillation frequency

measurement could be reproduced. Further testing was required to ensure the new
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framework was capable of correctly measuring an asymmetry. This is particularly

important in the D�s Ñ K�0K� decay mode, where the large backgrounds make an

asymmetry measurement very difficult. I conducted extensive tests using simulated

data to ensure that the correlation between the B0 and B0
s asymmetries would not

bias the measurement. As a side effect of this new framework, the combined mea-

surement of the B0
s oscillation frequency benefits from the new code framework,

which allows a joint fit in primary decay modes (µφπ and µK�K). This joint fit

was not possible in the previous framework. The joint fit is also applied in the

CP asymmetry combination. Here the joint fit is particularly important because

there are several correlated fit parameters that are only properly considered in a

simultaneous fit.

8.2 Final words

The oscillation measurement presented in this thesis represents the first analysis in

the B0
s Ñ D�s µ�νµX (D�s Ñ K�0K�) decay mode where a ∆ms measurement has

been possible, even if of low significance. This measurement will be an important

contribution to the combined 5.0 fb�1 B0
s oscillation measurement currently in

progress. Furthermore, the development of the oscillation analysis in this decay

mode is an important step towards developing the asymmetry measurement.

This work represents the first measurement of the flavour-specific B0
s charge

asymmetry using the B0
s Ñ D�s µ�νµX (D�s Ñ K�0K�) decay mode, and the

first2 time-dependent measurement in any decay mode. The measurement in this

2This analysis has been performed in parallel with the B0
s Ñ D�s µ�νµX (D�s Ñ φπ�) decay

mode.
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mode contributes to the combined measurement by reducing the total statistical

uncertainty by � 10%.
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Appendix A

The Higgs Field

In a gauge field theory (such as the SM), the vector bosons arise naturally from

gauge symmetries that are related to physically conserved quantities. In electro-

magnetism, for instance, if we require the theory be invariant under a local phase

transformation we get a massless photon and charge conservation out of the free

Lagrangian for the fermions. However, the fermions, under this scheme, are also

massless. A similar procedure can be applied to get the weak gauge bosons, but

they too will be massless. The simplest way to make these particles massive is to

add a complex scalar field (spin 0) to the theory. This new field will have couplings

to the fermions and the weak gauge bosons, but not the neutrinos, the photon or

the gluons (we want those massless). We call this new field the Higgs field. The

form of the self couplings of the field will determine the potential for the field and

hence its ground state. The simplest form that we can imagine for this field is a

quartic potential; V pφ:φq � µ2φ:φ� λpφ:φq2.
The field must have a nonzero ground state in order to give masses to the
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free particles, so we require that λ ¡ 0 and µ2   0. The nonzero ground state

corresponds to the vacuum obtaining a nonzero energy. The energetic vacuum can

then interact with the fermions and gauge fields. These couplings will give mass

terms in the Lagrangian (Eqn. A.1):

L � . . .� gψ̄xφyψ � g1A:µxφyAµ, (A.1)

where ψ and Aµ are fermion and gauge fields, respectively, g and g1 are coupling

constants and xφy is the vacuum expectation of the Higgs field. These terms

correspond to masses for the fields: Mψ � gxφy and MAµ � g1xφy.
In the general example above, we did not identify ψ or Aµ with any particular

field. Now, consider the left-handed quark doublet (qiL � puiL, diLq) and the right-

handed quark singlets (diR,uiR), where the generation index i � 1, 2, 3. In this case

we need a doublet of two complex scalar fields and its associated anti-doublet and

the vacuum expectation for both:

φ �
���φ�
φ0

��, φ̃ � ��� φ̄0

�φ�

��, φvac �
��� 0

xφy

��, φ̃vac �
���xφy

0

��, (A.2)

and if we make the assumption that the quarks can mix between generations1,

1Certainly this is reasonable, otherwise the Kaons (for example) would be stable. This
contrasts with the leptons where no mixing is allowed (in the SM), for example there is no
µ� Ñ νeW

� vertex.
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then the Lagrangian becomes

Lmass � �Dijpq̄iLφqdjR � Uijpq̄iLφ̃qujR,
Lmassvac � �Dij d̄

i
LxφydjR � UijūiLxφyujR, (A.3)

where Dij and Uij are the Higgs coupling constants and form 3�3 matrices D and

U . In order to give definite masses to the quarks, D and U must be made diagonal

to remove the cross generation couplings. This is equivalent to making a rotation in

flavour space and defining new linear combinations of the three generations which

have definite mass and do not mix. So we define four unitary matrices (ΛU
L , ΛU

R,

ΛD
L and ΛD

R) such that D̂ and Û are diagonal,

ΛD
LDΛ:D

R � D̂, ΛU
LUΛ:U

R � Û. (A.4)

We insert these matrices into the Lagrangian and regroup terms such that the

quark vectors are rotated and the coupling matrix is diagonal. The result for the

down type quarks is shown in Eqn. A.5:

Ldvac � �xφyd̄LDdR

� �xφyd̄LpΛ:D
L ΛD

L qDpΛ:D
R ΛD

RqdR
� �xφypd̄LΛ:D

L qpΛD
LDΛ:D

R qpΛD
RdRq

� �xφyd̄1LD̂d1R, (A.5)

where d1L{R are the flavour rotated quarks. Now we use these same rotated states
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in the weak coupling between the quarks and the W� bosons. The result for the

W� boson is shown in Eqn. A.6:

LQ�W� � ūLγ
µW�

µ dL � ūLpΛ:U
L ΛU

LqγµW�
µ pΛ:D

L ΛD
L qdL

� pūLΛ:U
L qΛU

Lγ
µW�

µ Λ:D
L pΛD

LdLq
� ū1LΛU

LΛ:D
Lloomoon γµW�

µ d1L (A.6)

The combination ΛU
LΛ:D

L describes the coupling strength between the various

quarks and the W� bosons and we identify this as the CKM matrix [12].

While this procedure may appear somewhat more natural than plugging in a

Cabbibo angle, it is not terribly different. We were required to make the assump-

tion that the quarks mix without any real justification. The quark mixings are an

empirical fact without any theoretical motivation (in the SM). By contrast, there

is no such mixing in the leptons2, for example there is no µ� Ñ Z0e� process. The

fact that we get a mixing matrix if we assume mixing is hardly surprising, but it

is not explained by the SM.

2Neutrinos do mix, but this is not a SM phenomenon.
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Appendix B

Branching Fractions

Branching fractions used in determining the sample composition (see Sec.5.3).

• Br(B0
s Ñ D�s µ�νµX)� p7.9 � 2.4q%, The total fraction is taken from the

PDG, relative fractions of the exclusive decays are taken from EvtGen.

– Br(B0
s Ñ D�s µ�νµX)� 2.0%

– Br(B0
s Ñ D��s µ�νµX)� 5.3%

– Br(B0
s Ñ D��s0 µ�νµX)� 0.19%

– Br(B0
s Ñ D��s1 µ�νµX)� 0.35%

• Br(B0
s Ñ D�s τ�ντX)� 2.9%, from EvtGen

• Br(τ Ñ µντνµ)� p17.36� 0.06q%, from PDG

• Br(B0
s Ñ D�s D�s X)� p4.6� 2.2q%, from HFAG

• Br(B0
s Ñ D�s DX)� 8.0%, from EvtGen
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• Br(B0
s Ñ D�s DX)� 6.44%, from EvtGen

• Br(B� Ñ D�s DX)� 7.9�1.4�1.3%, from PDG

• Br(B0 Ñ D�s DX)� 10.3�2.1�1.8%, from PDG

• Br(D�0s Ñ D�s X)� 100%, from PDG

• Br(D�0s0 Ñ D�s X)� 100%, from PDG

• Br(D�0s1 Ñ D�s X)� 100%, from PDG

• Br(D�s Ñ µ�X)� p6.3� 0.8q%, from PDG

• Br(D0 Ñ µ�X)� p6.6� 0.6q%, from PDG

• Br(D� Ñ µ�X)� p16.1� 0.4q%, from PDG

• Br(b̄Ñ B0)� p39.7� 1.0q%, from PDG

• Br(b̄Ñ B�)� p39.7� 1.0q%, from PDG

• Br(b̄Ñ B0
s )� p10.7� 1.1q%, from PDG
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Appendix C

List of Acronyms and Technical

Terminology

• Baryon - A particle composed of three quarks.

• CAL - Abreviation of Calorimeter. A detector that measures energy deposi-

tion, see Sec. 3.2.3.

• CFT - Central Fiber Tracker. A scintillating fiber detector, see Sec. 3.2.2.

• CKM - Short for ‘Cabibbo-Kobayashi-Maskawa.’ Refers to the weak quark

coupling matrix (CKM matrix). The term CKM is commonly used to refer

to weak phenomenology, for example a process may be said to be ‘CKM

suppressed,’ indicating that it is suppressed by the CKM matrix element

involved in the interaction.

• CP- Charge-Parity operator/symmetry, see Sec. 1.1.1.
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• CPS - Central PreShower Detector. A scintillator based detector in front of

the central calorimeter, see Sec. 3.2.2.

• Decay Length - The distance a particle travels before decaying. Determined

from the separation of the production and decay vertices (see VPDL). The

decay length is related to the lifetime of the particle.

• Flavour Tagging - The process of determining the production flavour of a B

hadron (b{b̄).
• FPD - Forward Proton Detector.

• FPS - Forward PreShower Detector. A scintillator based detector in front of

the end cap calorimeters, see Sec. 3.2.2.

• Hadron - Any particle composed quarks.

• Impact Parameter - The closest approach of a particle (or track) to a vertex.

Unless stated otherwise, the primary vertex is used.

• L1CAL/L2CAL - Level 1 and level 2 calorimeter trigger.

• L1CTT/L2CTT - Level 1 and level 2 central track trigger. Based on tracks

in the CFT, CPS and FPS.

• L1FPD - Level 1 forward proton detector trigger.

• L1MUO/L2MUO - Level 1 and level 2 muon trigger.

• L2PS - Level 2 preshower trigger.

171



• L2STT - Level 2 silicon track trigger. Based on tracks in the SMT.

• Lifetime - The time interval in which a particle lives before decaying, de-

termined from the decay length. Typically it is assumed that the particle

is travelling at approximately the speed of light, hence the lifetime can be

expressed as a distance ct.

• MUO - Short for Muon System, see Sec. 3.2.4.

• Meson - A particle composed of a quark and antiquark.

• NLO - Next-to-leading order.

• OST - Opposite Side Tagging. A flavour tagging technique using the opposite

side B hadron decay, see Sec. 4.2.

• pdf - Probability density function.

• PV - Primary Vertex. The proton-antiproton collision point.

• QCD - Quantum Chromodynamics. The quantum field theory of the strong

interaction.

• QED - Quantum Electrodynamics. The quantum field theory of the electro-

magnetic interaction.

• Run IIa/IIb - Refers to two separate data taking periods at D0, see Chap. 3.

• SF - Scale Factor. A scaling parameter that tunes the VPDL uncertainty,

see Sec. 5.2.
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• SM - The Standard Model of particle physics, see Sec. 1.1.

• SST - Same Side Tagging. A flavour tagging technique using light hadrons

from the reconstruction side of the B hadron decay, see Sec. 4.2.

• Tagging - See Flavour Tagging.

• TFW - The Trigger Framework, see Sec. 3.2.5.

• VPDL - Visible Proper Decay Length, see Sec. 6.2.
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Appendix D

Amplitude Systematic

Uncertainty Table
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